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ABSTRACT

A multi-disciplinary program for space-based image processing is reported. This project combines
optical and digital processing techniques and pattern recognition, image understanding and artificial

intelligence methodologies. Time-change image processing was recognized as the key issue to be p

addressed. Three time-change scenarios were defined based on the frame rate of the data change.
This report details our recent research on: various statistical and deterministic image features,

recognition of sub-pixel targets in time-varying imagery, and 3-D object modeling and recognition.




1. INTRODUCTION

1.1 OVERVIEW

This project is a multi-disciplinary effort intended to combine the following disciplines and address

the following topics and applications:

1. Space-Based Imagery is our primary concern. Such data involves extensive amounts of
information acquired per frame with associated image recognition, feature extraction and
bandwidth compression needs.

2. Time-Change Data is our primary application. This concerns the extraction of features
and the registration of subsequent image frames.

3. Three Time-Frame Scenarig Definitiong have been defined.

The three principle investigators are from the Departments of Electrical and Computer Engineering,
Computer Science, Robotics and Biomedical Engineering. In this Chapter 1, we advance our

definition of the space-based image processirig problem (Section 1.2). This includes defining of

AT e - St = AT s ST TR U L K O WP, A T AN A .

specific issues associated with space-baséd time-sequential imagery, a definition of the necessary

l
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l
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l
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operations, functions, and disciplines required, and the description of three scenarios for time-

change detection. We then discuss the importance of this work to Air Force technology and to

PR

-

related Air Force programs (Section 1.‘3).

In Figure 1.1, we show the general structure for our proposed hybrid optical/digital system using
muitiple methodologies for understanding space-based images. As shown in Figure 1.1, input
images are preprocessed and then fed to parallel optical and digital channels in which multiple i

features are extracted. A parallel image modeling system is also shown which extracts structural

TR T g

descriptions of the image. These data plus image regijstration and target detection information
obtained from an optical correlator channel are then used by an Al/IU system to modify the parallel
input processing channels, to assemble and interpret a time-history track file on objects of interest in

the image and to provide the necessary textural and graphic output reports. In Section 1.2, we

discuss the use of this hybrid multi-disciplinary system for time-varying space-based image




i ¢
processing problems. The relevance of this work to Air Force technology is noted in Section 1.3. An

introductory discussion to our first year of research follows in Section 1.4 with details in subsequent

Chapters 2-4 and Appendices A-C.

1.2 PROBLEM DEFINITION

Advanced space-based sensor systems will provide us withi high-re!olutiar{ réal-{ime muitisensor
data acquisition in the near future. Tﬁis will totally pollute present processors unless we address how
to intelligently and timely process and handle the projected data rates. NASA and others have already
verified that the Unitéd States is cap'able of collecting more data than we can intelligently process
[Wilson and Silverman, 1979] (less than 1% of all NASA data has even been looked at [Wilson and

Silverman, 1979j). _ h

The key issue in Space-Based Image Understanding (SBIU) is not to transmit every frame of data

(with 5000 x 5000 sensor elements in three bands with ten bits of data per pixel, and a 30 frame/sec
rate, this is a data collection rate of over 10" bits/sec). No existing technology can accommodate

this. Therefore, attention should be given to the algorithms required to achieve this. But first, let us

denote several facts about SBIU problems:

1.In space-based image acquisition, we are monitoring certain areas and regions for
diverse well-defined missions. We are only concerned with changes and do not need to
know that nothing new has occurred in the image being looked at. When we transmit
only the associated change information, we achieve a quite significant bandwidth -
reduction. Thus, we should process the data from space-based sensors on-board the
platforms, determine image changes on-line, interpret the results and transmit only
texturat and graphic¢ output reports.

2. We know rather well where the satellite is and where it is looking and we know that the
scene being imaged correlates with the prior image frame or with our stored reference.
The problem is thus different from the often discussed unbounded and unsupervised
target recognition problem. We can and must utilize this a'priori information that the
frame we are investigating correlates.with a previous one in our processing algorithms.

3. To provide better image registration accuracy and to facilitate pointing of secondary
sensors at given areas of interest, it is often necessary to /ocate key landmarks in the
image. This is also useful in determining geometrical corrections needed.

4.1t is also useful and necessary to register two successive image frames for inter-frame
integration to decrease the variance of the noise and to improve the image quality. This

x.--~—-—n—-———-—._h—--
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is essential to accommodate platform variations with time and background drift. Often,
sub-pixel image registration is necessary.

5. It is obviously essential to subtract successive frames since this provides the necessary
change detection or time-varying target data.

6. However, in most cases, the image registration in (4) is sub-pixel and thus before
performing (5), we must interpolate the images.

7. Once time-history track files of candidate objects of interest in the field-of-view of the
sensors have been obtained, a muiltitude of discrimination analysis techniques, Al, IU,
pattern recognition and human perception algorithms are necessary to classify,
understand and interpret the time-change activity noted.

8. In advanced sensor systems, 3-D information on the scenes will be available from stereo
satellites or other techniques. In such cases, we can fully capitalize on the available
image information only by the use of advanced 3-D scene modeling and interpretation.
The key point is the extraction of scene information (3-D) from time-histories of 2-D
images. :

9. To detect and describe detailed changes in the 3D structure of scenes, it is useful to first
generate 3-D scene descriptions from the 2-D images, and then to compare the
descriptions for changes. Conventional 2-D change detection approaches are not as
useful for high resolution images of complex scenes since they do not take into account
factors such as different viewpoints and different lighting conditions for the different
images of the scene. In order to detect changes over successive images of a given scene
obtained over time, it is useful to maintain a 3-D model of the scene and automatically
update the model as changes occur. This requires the ability to match the model with
each new view of the scene. " Matching in 3-D is more desirable than matching in 2-D
since the 3-D information is represented in a manner that is independent of viewpoint and
lighting conditions.

10. Let us now briefly discuss 3-D scene information. The 3-D scene mode/ is a useful
central component for many aspects of the change detection task. Not only is it useful for
determining whether changes have occurred, but it also permits model-based
interpretation of new images and serves as a central representation for accumulating 3-D
scene information from various low-level experts. Qur new research addresses these
aspects of time-history 3-D scene information.

items 1-6 address the high throughput signal processing aspects of SBIU, whereas items 7-10
address the advanced imége understanding aspects of this problem. These SBIU objectives are
summarized in Table 1.1, the required techniques are noted in ﬁ'able 1.2 and the disciplines required
to achieve our goals are enumerated in Table 1.3. In Tables 1.1 and 1.2, we also note the importance
of efficient database organization and manipulation since storage or transmission of a very large

database will be required for SBIU.
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To properly address understanding of time-varying space-based images, we feel that three difterent
SBIU time-varying image processing scenarios (Table 1.4) must be separately addressed. We
propose to study each of these during the course of our research. We distinguish the three cases by
the change rate and the domain of analysis. In the first case (rapid time-variations), we can consider
a missile launch. In this application, the objective is to track the time-history of the missile and to
transmit the information that a missile has been launched (from subsequent sensors, the missile's
trajectory etc. can be obtained from our system techniques and algorithms). The second case
(medium time-variations) can concern monitoring of key sites such as airports, railroads and harbors
and know areas of anticipated concentrations of troops or armor. In this case, troop or armor
movemeni and air, land and sea activity can be obtained from time-varying image data. This second
scenario is typical of a case in which extensive Al and IU techniques are appropriate (i.e., the use of
information on the locations of hangers, runways, railroad tracks, terminals, switching yards, harbor
channels, docks, piers, etc.). This also requires the locations and registration of these items in

sequential image frames. The third case (slow time-variations) addresses urban development arid

2

agricultural or land use activity (as in Landsat and ERTS case-studies).

Table 1-1: Objectives of Space-Based Image Processing

Detection of image changes
Use of a priori knowledge
Location of key landmarks
Time-history track file acquisition
Interpretation of time-history data
3-D scene interpretation
Efficient storage and retrieval of information from database

The three scenarios noted in Table 1.4 constitute our definition of the SBIU problem. All cases
require the techniques and multi-disciplines noted in Tables 1.2 and 1.3. The first case (rapid time-

variations) requires primarily. sub-pixel image registration, frame integration, frame interpolation, and

H




PRI R

N

-— @ G @ SEs GEE S wan

——

Table 1-2: Space-Based Image Processing Techniques Required

Image enhancement and preprocessing

e Image registration (sub-pixel) for frame integration Image subtraction for time-history
extraction image interpolation for image subtraction

Image segmentation
Feature extraction
Image modeling
3-D scene modeling and interpretation
Hierarchical database design

Table 1-3: Disciplines Required to Achieve Real-Time Space-Based Image
Processing

Pattern recognition
Image understanding
Human perception
Artificial Intelligence
Optical Processing
Digital Processing

Table 1-4: Time-Change Scenarios

TIME CHANGE EXAMPLES . DOMAIN OF ANALYSIS
Rapid Missile Launch Image Pixels
Medium Railroad, Airport, Harbor, Troops, Armor Scene Structure
Slow Agricuttural, Land-use, Urban Development Statistical Image Modeling

image differencing. The second case requires techniques involving image interpretation, 3-D scene
modeling, 3-D matching and comparison, pius knowiedge-based geometric reasoning. The third case
needs more statistical techniques and statistical image models, more so than do the others. All cases
require object and scene modeling, image preprocessing and enhancement plus segmentation,
feature extraction and classification. Figure 1.1 depicts these aspects and the interactive multi-

disciplinary feedback required to solve these SBIU problems.




1.3 BENEFIT TO AIR FORCE TECHNOLOGY

With our three scenario problem definition (Table 1.4), we now consider the myriad of Air Force
programs and technology that can benefit from our proposed research. First, we note that our
research is directed toward the development of new algorithms and their realization in a hybrid
optical/digital architecture. However, devices and architectures being developed in related Air Force
programs in VHSIC and VLSI, systolic array processors, Josephson junction devicés. etc. can also be
used for implementation of these algorithms. Our work will thus provide problem definition and
direction regarding algorithms for such parallel processor architectures and technology programs.
Large data storage requirements and studies of what constitutes a valid database are also integral
parts of this program. Similar Air Force efforts toward data storage and database acquisition are thus
of direct concern to this program. The Air Force programs in: intelligent sensors, inteiligent taskﬂ
automation automated manufacturing, image understanding, human . perception and visua;
psychophysics will directly benefit from the mter dlscnplmary nature of our research. The large Au:
Force effort in optical data processmg will directly benefit since real-time spanal hght modulators and
holographic optical elements will be needed for implementation of our algonthms in real tlme Ti\-e- A::
Force programs in missile guidance require a new set of algorithms and attention to the database
requirements and performance measures used énd thus they will likewise benefit extensively from this

program. Darpa/AF programs such as HALO and HICAMP will clearly benefit from our chosen

time-varying SBIU tasks.

The monitoring of changes and developments at cultural sites, such as urban areas and military
bases, is a very useful application of space-based sensors. The techniques we develop will aid in
detecting and describing both large-scale and detailed changes. Furthermore, the techniques
dealing with 3-D métching and comparison, and knowledge-based geometric reasoning will enhance

Air Force programs in sensing and robotics.

B
=

i

- -




TR W Ay g BB Mw.-» - o

——— e eme GES G B

i

,pf‘ 4

= =3 =

10

1.4 RECENT YEAR ONE RESEARCH

Our algorithm research (Chapter 2) has concentrated on three major approaches. All of these are
suitable for incorporation of paraliei optical processing technology methods. Earlier C-MU work
under AFOSR support has developed optical feature extraction systems using moments [Casasent et
al, 1982}, chord distributions [Casasent and Chang, 1983), a Fourier coefficient WRD (wedge ring
detector) sampled feature space [Casasent and Sharma, 1984]). These optically-generated feature
spaces offer attractive paralle{ feature extraction systems which our algorithms can exploit. The use
of synthetic discriminant functions [Casasent, 1984] offers the most powerful method for present use.
Its incorporation is an issue for future research, although our present orthogonal basis function work

(Chapter 2) is quite related.

The complexity of image processing problems is closely related to the type of representation which
is derived from the image. While gray-level recognition of image fields using template correlations
may be carried out on raw image d;ta. more §omplex interpretation of scenes and relation of scenes
to object models requires the identification of structural elements of the scene and the. abilify t;
reason about these elements in the context of the rest of the image. One objective of the current
research is to define techniques which exploit the efficient breprocessing capabilities of optical and
parallel processors to derive structural elements of the image, and to interactively interface such a
structural representation to model-based interpretation systems. The strength of such an approach
would be the ability to adaptively define the preprocessing strategy as the scene interpretation
proceeds, interactively searching the tree of potential image interpretations. Clearly, such an
approach requires not only exploration of new algorithms, but aiso the development of computer
architectures which can support such tools. In the current gff,ort we have undertaken development of
a host architecture which will support an array processor for efficient simulation of such an integrated

hybrid optical/digital system (Appendix A).

The robotics RAPIDBUS equipment facility assembled largely under this AFOSR support is detailed

in Appendix A.The optical/digital processing facility in Electrical and Computer Engineering is
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described in Appendix B. This Electrical and Computer Engineering facility was supported by muitiple

funds, but its use is extensively devoted to DoD applications. The Computer Science equipment

facility purchased under this AFOSR support is detailed in Appendix C.

Two types of elements are useful to extract from images in order to interpret objects and surface

contours. Structural elements are typically local subpatterns of the image related to edges, corners,

regions, or other features of the object shape. Shading, shadows, and object occiusion aiso affect the ,
interpretation of the scene. Textural elements are local subpatterns which contain locally random
intensity patterns and are modeled as locally random correlations among image intensities. In the
approaches described here, representations are constructed from convolution and correlation
operations which ‘are particularly suited to parallel processing. Chapter 2 details our present eftorts

in this research area. Optical realization of these parallel algorithms is a subject of future research.

Time-varying images suggest several different modes of representation reflecting changes either iq
raw image elements or in model-based interpretations. While time-varying properties of the image
increase the complexity of the task in the sense of data volume and degrees of freedom of the model;
there are cases where motion in the scene may provide additional information particularly in regard to '
three-dimensional properties of mm}ing objects. Such motion stereo is of primary interest for short
range imaging, though we will investigate potential applications of these ideas to aerial imagery. ’
Time-varying image representations fall into several major categories including: point trajectories, i
object trajectories, texture trajectories, optical flow, and change detection. Point and object
trajectories are interpretations of the motion of structural elements in two or three dimensions. [
Optical flow methods use continuity and smoothness constraints on the time-varying motions to
derive mathematical relations between observed changes in various parts of the image. Optical flow
methods are used primarily for the inferpretation of stationary scenes with a moving camera. Texture
trajectories reflect the changes which occur in image properties associated with texture. For
example, long term changes in foliage, crops, earth surface properties, or water surface conditions

result in time-varying texture properties.
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Chapter 2 describes our structural and statistical image modeling work on probabilistic graph
matching, multiple resolution structural basis functions and textural surface models. These methods
and others will be used to model and interpret time-varying properties of scenes. We later plan to
consider the parallel processing of optics to compute element structure and texture data, plus other
features. Our initial resuits on a high rate time change scenario requiring the extraction of a sub-pixel
target are provided in Chapter 3. Our work on 3-D object modeling, time-varyiﬁg 3-D images and

model updating are discussed in Chapter 4.

Change detection techniques such as those derived by Segen and Sanderson [Segen and
Sanderson, 1980] provide a basis for decomposition of time-varying signals into locally stationary
regions, and for the detection of significant departures from current trends using sequential
techniques. In the case of time-varying imagery, such techniques offer the possibility of detecting the
initiation or the suspension of méve;nent, and i.n longer term time-varying data aliow one to .mod;l
periods of constant image properties and detect deviations from the c':.urrent model. The optimal
choice of such models of local sta;ionarity has also been investigated by Segen and Sanderson
[Segen and Sanderson, 1979] and will be used here to'identify appropriate models for slowly varying

imagery. These methods of change detection will not be a focus of research in the initial phase of the

project, but may provide useful tools as we proceed to more complex data.

The focus of research on algorithms during the first year has been in the development of structural
and textural representation techniques which will lead to effective time-varying descriptions in the
form of abject or texture trajectories. From this_point of view, probabilistic graph models provide a
very general mathematical tool for organizing and relating structural elements to object models. The
probabilistic formulation of these models incorporates mechanisms for assessing the reliability of
image elements as well as the context of image elements relative to each other. Structural basis
functions are intended to expand local image patterns in a muitiple resolution framework such that
local image properties may be recognized and efficient description of trajectories may be fomiulated

at multiple levels. Tracking of objects at low resolution with periodic verification of the object
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description at higher levels is an efficient approach. Textural properties also may change with time
and the relation of image texture leatures to surface contour properties is an important aspect of the

interpretation. Chapter 2 summarizes our approach to these three issues achieved during year one.

The three time-change scenarios devised include rapid time-change (subsecond), medium time-
change (involving minutes or hours) and slow time-change (involving days or months). The high rate

time-change application concerns location and identification of sub-pixel moving aircrafts and 1

s A

missiles against a 3-D earth and cloud background.. The medium rate time-change scenario concerns

monitoring airports, ship ports and troop activity. The long rate case concerns textural changes and
the addition of new buildings and similar structures in militarily significant regions. Chapter 3
describes our initial successful results in extracting sub-pixel moving targets from clutter. Chapter 4

describes our initial work on proqucing 3-D building modeis and updating them from new imagery. )

The technique used to extract time-varying éub.pixel movfng targets involves the correlation of ‘
successive frames of data. Optics is qu'fte attractive at achieving this. From the shape of the I ‘
correlation peak, estimates of the sub-pixel shifts between two successive frames are made. These i'
shifts occur due to platform motion, earth rotation, etc. Our image frame is then shifted by the , 1
estimated amount and subtracted from the other frame. The seduence of these operations provides a l
track file on moving objects to which IU and Al techniques can then be applied to achieve

identification and tracking. l }

This requires modeling of the scene. Our initial model uses correlated and uncorrelated noise. This [
models clouds in the scene, sensor noise and much éarth structure when viewed from a high altitude.
Qur generation methods for such data 'afe proceeding well. Various estimators have been *
investigated to determine which is best, which requires the fewest iterations, the least computational
load, which provides the largest noise reduction and the best sup-pixel shift estimate. Several
interpolators have been investigated to achieve the necessary sub-pixel shift without destroying the
sub-pixel target. Our initial results and the successful extraction of sub-pixel moving targets are .

presented in Chapter 3. . ’
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To detect and desc}ibe detailed changes in the three dimensional structure of scenes, we take the
approach of first generating 3-D scene descriptions from the 2-D images, and then comparing the
descriptions for changes. This is in contrast to the conventional approach of comparing and
detecting changes in the images themselves, which suffers from the fact that changes in the images
do not necessarily correspond to changes in the geometry and structure of the 3-D scene. There are
two reasons for this. First, when a given scene is illuminated differently (by changing the positions
and number of light sources), changes will occur in the shadows, highlights, and shading that appear
in the image. These changes, of course, do not correspond to any changes in the 3:D structure of the
scene. Second, when a given scene is viewed from different positions, the images taken at these
positions will appear different because of occlusions and effects due to perspeclive projection such

as foreshortening. Again, these changes do not correspond to changes in the scene itself.

Our overall approach invoives analyzing successive high resolution images of a given scene which
are obtained over time. Three-dimensional information is extracted from each image and
accumulated over the muitiple images to form a 3-D model of the scene. When a new image is
analyzed, 3-D information may be due either 0 the scene having changed, or to errors in the model
and/or 3-D information extracted from the new image. In either case, the model will be updated with
this new information. The updated model is then used in processing the next image. Note that the
s;cene model plays the role of a central representation. It incrementally accumulates information
about the scene, and it represents the current understanding of the scene. It may therefore be used
not only to determine whether 3-D changes have occurred, but also for tasks such as model-based
image interpretation, planning paths. through the scene, and generating up-to-date maps of the

scene.

In this report, we describe results in two aspects of the change detection task as applied to high
resolution aerial images of urban scenes: low-level image analysis and high-level model
maintenance. The goal of the low-level analysis is to extract boundaries of buildings in the image.

This is important for obtaining a 3-D description of the buildings. The first step in extracting the
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boundaries is to find Ifnear features in the image. These feature may arise either from building
boundaries or from other scene events, such as shadow boundaries or texture. In order to determine
the source of each linear feature, we utilize a priori knowledge of the task domain. We use the
knowledge that roofs of buildings tend to be parailel to the ground piane, while walls tend to be
perpendicular to it. This constitutes a weak, generic model of buildings. Lines in the image which
seem to fit this model are then iabeled as parts of building structures. This techﬁique makes heavy
use of junctions in the image, which are assumed to correspond to building corners. However, the
procedure for forming junctions can be very expensive if done naively. Efficiency may be obtained if
the image is initially divided by a grid of squares. Each square, called a sector, has a list of all the
lines passing through it. When we \_Nant to find all the lines passing through a small window centered
on some point in the image (to determine whether these lines might form a junction), we consider oniy
the lines passing through the sectors containing the window. In this report, we present a study that

determines the optimum number of sectors with which to divide the image.

. This report also discusses our tec.hniques for representing, constructing, and updating the 3-D
scene model. It is assumed here that we can extréct 3-D wire-frame descriptions representing
portions of boundaries of buildings in the scene. Furthermore, it is currently assumed that the scene
does not change. In this way, we need not yet handle the full range of problems dealing With
interpreting and handling contradictory information. In the future, we will approach the problem of
dealing with changing scenes. In our current approach, the scene model is a surface-based
description and is incrementally acquired from a sequence of images. We use the generic model of
buildings described earlier to construct and update the scene model from the wire frames. Qur 3-D

building modeling and updating work are detailed in Chapter 4.
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2. Statistical and Structural Image hModeling and
Change Detection

2.1 Introduction

This phase of the project focuses on the development and evaluation of algorithms which yield
representations of structural and textural information in an image, and relate these representations to
object and surface contour properties of the scene. These representations will be used as the basis
for modeling and interpretation of time-varying properties of scenes. The techniques currently being
studied include:

e Probabilistic Graph Matching - Attributed graph structures are used as the basis for a
composite structural-statistical model of information in an image. Structural elements |
such as edges, corners, regions, or local basis function expansion peaks are used as l
elements of the graph structure. Matching of object classes, of stereo pairs, and of %
sequential time-varying scenes have been studied. (Section 2.2)

e Multiple Resolution Structural Basis Functions - Local expansion of the gray level {
intensities of an image is carried out at multiple resolution levels. This hierarchical ,
representation of the image is useful for the detection and recognition of objects, and ;
facilitates the description or tracking of time-varying objects at low resolution with
updating of object description at higher levels. (Section 2.3) |

e Textural Surface Models - The relationship between image texture and surface contours |
is fundamental to the interpretation of images with textured regions and particularly to the i
interpretation of variations in textured regions over time. These studies are looking at the )
relationship between two-dimensional random field models of surface contour and :
observed intensity fields under known conditions of illumination and imaging. (Section "
2.4) .

The structural basis function and texture models described will be implemented and evaluated on
the array processor with RAPIDbus host described in appendix A. This architecture will provide the
basis for integration of parallel preprocessing algorithms with representations which are well-suited to

model-based interpretations. The interactive use of parallel and optical preprocessing with

hypothesis formation and adaptive search strategies is a longer term goal of this research.

2.2 Probabilistic Graph Matching '

in a variety of image processing problems, ithe data contains stereotyped subpaiterns which are

By Mt

well-described by symbolic representations. Such symbolic representations include graph, grammar,
and automata models. While these models are very useful when subpatterns are highly invariant to
image variability, symbolic search and manipulation techniques become vary complex when symbol
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correspondence becomes uncertain. Symbolic representations may be enhanced in two respects
which increase their applicability to real data. First, stochastic structures may be used to associate
outcome probabilities with structural relations of the model. Second, attributed structures offer a rich
class of models where subpatterns or symbols have associated features or attribute values. Such
attributed structural models pose many difficult methodological issues for implementation. In this
study we have addressed problems of the dichotomy between symbolic and statistical information
and its effect on the choice of symbol primitives, issues of structural observability, structural
matching, assumptions of component independence, and identification of structural transformations.
These issues will be discussed in papers and reports now in preparation.

An attributed random graph model consists of a 4-tuple R = (V,a,E,B) where:
1. the random vertex set V = { V,1 = 1,...,n}, where each V is a random variable called the
random vertex.

2. the random edge set E = { E ;i=1,..,n, j=1,..,n}in V X V where each E is a random
variabie called the random edge.

3. the random vertex attribute set a = {"l' i = 1,..,n} where each « is a random variable
with possible outcomes {a}.

4. the random edge attribute set 8 = {B,,i = 1,...n, j = 1,..,n} where each § is a random
variable with possible outcomes {b}.

§. Each outcome of R = (V,a,E,8) is an attributed graph H = (v,a,e,b) with probability P(H)
= Prob {V=v,a=2a,E =e,8 =b} such that
o P(H) = Oforall H.e.T',

. ZI.P(H) = 1, where I is the range of R.
P(H) is the probability distribution of R.

The attributed random graph model defined above provides a basis for the definition of likelihcod
functions over the observed outcomes from the class of graphs and the attribute set A. The likelihood
of an observed outcome may be used as a basis for the matching and recognition of patterns in the
image. In this application the structural elements of the image are associated with vertex and edge
symbols of the model, and both structural relations and quantitative properties of the elements are
retained in the model. Image components such as vertices, edges, regions, or intensity peaks may be
used as structural elements. In the resulting probabilistic model, each element has some outcome
probability, some observation probability, and some probability density of attribute values.

A simple example of a graph representation derived from a gray level image of a polyhedron is
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shown in figure 2.1. A line drawing of the original image is shown in figure 2.1a. The graph structure
extracted from a single observation is shown in figure 2.1b where graph vertices have been attached
to structural corner elements of the original image. and graph edges have been attached to edge
elements of the original image. An ensembie of observations such as that in figure 2.1b is used to
derive a probabilistic graph model such as that shown in figure 2.1¢. In figure 2.1¢, the probabilit);
distribution of positions of the vertices are indicated by circles. The probability distribution of vertex
angle attributes is indicated by p(4).

Prdbabilistic graph matching may be used for matching of images and recognition of objects in
images using likelihood criteria as a basis for search correspondence trees. The likelihood of any
observed graph, subgraph, or structural element may be computed and used for estimation or
decision making. Such problems incorporate three phases: (1) corresponder.ce matching of graph
elements, (2) rigid graph pose estimation, and (3) likelihood calculation. The probabilistic graph

mode! uses pose independent likelihoods to hypothesize correspondence, then estimate pose. The
use of attributes to guide correspondence matching, and the use of observation probabilities to ‘
structure the search results in simplified and reliable algorithms.

We have applied the probabilistic graph matching approach to two types of image representation.

~ Graphs which are derived from edge, corner, and junction components of gray level images are
useful for description and matching of objects. In this case, attributes include lengths, angles, and

positions of elements. The resulting graph models have been used to classify objects, inspect ,
objects, and determine orientation of objects in scenes where edge information is a reliable clue. An |
example of matching likelihoods between a model graph and various distorted observation graphs r

including partial views is shown in figure 2.2. The likelihood is a measure of the correspondence
between the two structures in each case. A similar approach may be used to track movement of the
model object by matching successive views and computing the pose changes between views. Such
an example is shown in figure 2.3 for the same object used in the previous examples.

As a second example, we have used probabilistic graph models for matching of muitiresolution tree

structures derived from gray-level images. The derivation of such a multiresolution tree using the g
difference of low-pass transform is described in the next section. In this case, the matching aigorithm |
is formulated as a hierarchical tree search using likelihoods to guide correspondence matching at 1
each level of the tree. Results of this approach are described in [Crowley and Sanderson 84]. ‘ IJ

Probabilistic graph models provide a general approach to many practical matching and recognition .
problems where a training set of images of a priori knowlecge of the probability structure is assumed. t
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Figure 2-1: Probabilistic graph derived from an ensembie of gray-level images.
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§ Figure 2-2: Matching graphs between a model and distorted observations with
associated likelihoods.

-Loglikelihood = 35.2

-Loglikelihood = 79.8
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Figure 2-3: Tracking movement of an object using successive likelihood matches
with a probabilistic graph model.
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In this way, object model-based information may be incorporated using a priori probability structures.
Many previous approaches to matching and pose estimation may be considered subsets of the
probabilistic matching approach in which edge or region attributes of images are related by heuristic
similarity measures rather than likelihoods.

2.3 Multipie Resolution Structural Basis Functions

Description of gray-scale shape in images is complex because shapes are often defined by some
combination of region information and edge information. From the point of view of image processing,
region information is often contained in the lower spatial frequency components of the image, while
edge information is contained in the higher spatial frequency components. A complete description is
difficult to achieve therefore from extraction of structural elements at one resoliution level. A number
of techniques have been proposed which transform the two-dimensional gray-level image to a three- ‘
space representation in (x,y,K) space, where k is the parameter of the resolution space. Such a |
representation has the advantage that peak structures in the (x,y,k) space shift uniformly along the k
axis under scale transformations, and therefore obiécts of different size may be recognized in a
representation with the same structural relationships. In this section we describe an extension of the £
multiple resolution tree which incorporates structural basis functions at each level in order to provide
a more complete description at each level and include orientation specific structural components at -
each resolution level.

Our preliminary work on representation and probabilistic matching of multiple resolution structures
has been carried out using a reversible transform called the "difference of low-pass" or DOLP
transform developed by Crowley {Crowiey 81, Crowley-and Stern 84, Crowley and Parker 84]. The

(r———c— 1

DOLP transform expands a single gray-level image f(x,y) into a set of bandpass images b(x,y,k), where
k is the index of the multipie resolution tree. Each bandpass image is obtained by convoiution of the
original image with an appropriate bandpass impuise response function h(x,y,k). In the

implementation of this transform by Crowley [Crowley 81], the bandpass impulse responses are
constructed out of difference of Gaussian kernels. The most efficient implementation utilizes
properties of the Gaussian kernel function which permits resampling and cascaded convolution with
expansion and reduces the sequential computation of this transform from O(N..) multiplies and
additions to O(N).

The DOLP transform set itself is not a very efficient representation of the image since it requires
expanded storage space in a normal digital representation. However, it is possible to extract a . :
symbolic representation of important information from the DOLP transform using peaks of the N
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transform arrays as key structural elements of the image. In[Crowley and Sanderson 84], we
introduced two levels of symbolic representation. The first level is composed of symbols derived
directly from the DOLP images based on local positive maxima or negative minima in one, two, or
three dimensions of the DOLP space representation. The second level of symbols utilize the
connectivity among peaks and ridges to form peak paths and ridge paths. These symbol structures
are defined in detail in [Crowley and Sanderson 84].

Figure 2.4 shows an example of a DOLP representation tree of peaks for the gray-level image of a
bolt. The attributes indicated for each peak include the (x,y) position of the peak and the intensity of
each peak. Figure 2.5 shows the resulting peak path representation for the same image. The
connected peaks from figure 2.4 are reduced to individual symbols in figure 2.5. The set of attributes
in the peak path model is expanded to include relative distances in the resofution space between
maxima and number of chiidren peak paths which descend. The resulting muitiple resolution peak
path tree is treated using the probabilistic matching methods described in the previous section.
Qutcome probabilities and attribute density functions are defined for the peak paths and likelihood-
based search and correspondence matching are used to recognize and classify gray-level images of

objects.

The advantage of the muitiresolution representation techniques is the abifity to describe both high
resolution and low resolution structural image features in the same representation. The
disadvantages of the bandpass filter approach are the difficulty in describing complex shapes,
particularly those involving oriented components and the current demands of the computation to
compute such extensive filtering operations. In order to enrich the capabilities of the multiple
resolution transform, we have introduced a set of basis functions at each resolution level which
includes oriented two-dimensional basis functions. This set of structural basis functions provides a
much more complete description of the image at each level, at the expense of redundant information
and increased computational load. In the context of this project we propose to explore the
implementation of such techniques using parallel and optical processors. In this context the basis
function tree provides a richer source of information for matching and interpretation which may be
searched interactively rather than exhaustively computed.

Several options have been explored for the creation of an orthogonal basis set within the
multiresolution framework. These strategies include:

e Linear combinations of Gaussian functions which form mutually orthogonal sets. This
approach is a consistent expansion of the DOLP transform approach. However, the
generality of the composite Gaussian approach is limited, and heuristic assumptions are
required in order to provide an extensible orthogonal set,

e ————— e
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Figure 2-4: DOLP representation tree of peaks for the gray-level image of

a bolt.
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Figure 2-5: Peak path representation for the gray-level image of a bolt.
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e Generalization of structural element masks for point, edge, and line functions. Such
masks are utilized commonly in digital image preprocessing and implemented as 3x3 or
5x5 masks. The standard masks are not orthogonal functions, though they provide some
of the properties desired in terms of structural element detection at vanous resolutions
and orientation specific filters.

e Expansion of fundamental structural subpatterns of images. These subpatterns may
include circular, rectangular, and elliptical components of successively smaller scale.
This approach appears to be the most useful and incorporates important properties of the
standard structural element masks in a more general form. In addition, the
implementation of these basis functions utilizes a final smoothing window which reduces
sidelobe leakage of the kernel functions and achieves some of the desirable localization
properties of the Gaussian kernel.

Generation of the orthogonal basis functions described in the third strategy above may be based on
a number of methods. One which appears to be useful here is the use of a relationship between the

spatial domain kernel function and the frequency domain. As shown below, the mutually exclusive '
regions of the frequency spectrum guarantee orthogonality of the spatial kernel functions. This |
relationship can be exploited independently of the dimensionality of the function. !

Given two band-limited signal vectors 1p1(t). (pz(t) with non-overlapping frequency spectra @1(4»),
2(m) such that

oF, 2(w) =P (w) 02(0) = Q, for all w,
then taking mverse the inverse Fourier transform:
of ) = j ®,(t-7)d,(r) dr = O,
for all t. Thus i f 2(t) is identically zero for all ¢, then itiszerofort = 0. If (t) and ¢2(t) are real

functions. then ’ 00

_f 2, (1,0 dt = f ®,(0)9, ) dt = 0,
and therefore ¢ (t) and <b2(t) are orthogonal functions.

This formulation may be used to generate a set of mutually orthogonal functions which are
expansions of rectangular and elliptical shapes in two dimensions. An example of such a one-
dimensional set Is:

e (x) = }"[ W (w) sin(w/2)/(w/2) ], where

° W‘(w) = rect{w/® - lw - 3w/2),

which provides an orthogonal basis set for expansion of the rectanguiar pulse of length 1. One such
set {¢i(x.k)} may be derived at each resolution level specified by the length kA. A related set may be
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derived in a similar fashion for the asymmetrical puise yielding {\I/i(x,k)} which is orthogonal to
{¢i(x,k)} at each level k. In practice, one may smooth these basis functions to reduce additional

sidelobes. This final smoothing results in approximate orthogonality.

Extension of this approach to two-dimensions is achieved in a similar fashion and includes the
partitioning of the frequency domain with respect to orientation as well. The resuiting basis sets
{®(x.y.k), ®(x,y,k)} form a multiresolution expansion at every point in the image. An observed
brigh_tness tunction f(x,y) may therefore be expanded around (x. ,y. ) at resolution k as:

L4 '(x-y) : 02°i=‘ aik d,i (X'XO.Y'Yo.k) + 2i =1 bik ‘Pi (x'xolY'YOlk)l where

ea, :fj Hx-xg,¥-Yg) D; (X-%g ¥-¥o.K) dx dy.
The resu!tir;; multiresolution structure may then be searched for subpatterns expressed as sets of
basis coefficients of the form ¢ = {...aik N o ik}. Interactive search of this pattern space might be
carried out using the types of hybrid process architectures discussed in this report. In addition,
symbolic representation of these multiresolution expansions could be achieved using peak detection
in the correlation space of any subpattern ¢.

2.4 Textural Surface Models

Texture occurs in images due to either irregular surface topography or to nonuniform surface
reflectance. There have been a number of approaches to the modeling of texture in images [Haralick
70, Laws 79, Harwood et al 83]. Most of these rely on the modeling of local correlation properties of
the gray-level image using either direct statistical measures or using the response to specific masks.
In particular, (Laws 79] described a set of texture energy measures in terms of the response to nine
linear 3 x 3 or 5 x 5 masks. These masks are chosen to reflect combinations of center-weighting,
edge detection, and spot detection templates. The distribution of the outputs of these masks
averaged across a textured regin was shown to be useful for the discrimination of texture types.
Harwood [Harwood et al 83] extended this idea and studied the use of rank correlation statistics as a
basis for discrimination.

Texture models such as those described above summarize descriptions of the variations in image
intensity, but do not relate image properties to either surface topography or surface reflectance. An
alternative model of image texture has been proposed using fractal geometries to model image
texture and relate image texture to surface topography. Fractal geometry was introduced by
[Mandelbrot 77, Mandelbrot 82] to describe certain classes of irregular edges or surfaces including
coastlines and mountain profiles. More recently, [Pentland 83a, Pentland 83b] proposed the use of
the fractal dimension to characterize images of natural scenes and perform texture segmentation.
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The fractal dimension D is the dimension of a measurement space expressed relative to the
topological dimension E. It the parameter H = D : E is used to characterize the roughness of the
observed texture, then H =0 corresponds to a flat plane, while H = 1 corresponds to an array of spikes
covering the plane. In terms of H, the cumulative distribution function of the fractal Brownian function
B(t) is:

F(n) = Pr([B(t+ At) - B(t)}/}At| <n),

where if H=1/2 and if F(n) is a zero-mean, unit variance Gaussian, the B(t)'defines a classical
Brownian motion process. The fractal dimension in this sense is a compact parametric description of
a homogeneous, isotropic random process which has advantages since it is invariant to scale.
Pentland [Pentland 83a, Pentland 83b] related the image texture model to a natural surface model
and showed that if the surface topology is fractal then the image intensity is aiso fractal if the su.face
obeys Lambertian assumptions. This result for fractal models is suggestive of more powerful resuits
which might be-achieved by relating image texture to more general random models of surface
topography.

Studies of random surtace topography suggest four principal contributions to the resulting textured
image:

e Local edges of the surface elements
e Shading due to surface gradient and reflectance
# Shadows due to disparities between light incidence and viewing angles

¢ Local edges of one surface element occluding anéther.
These mechanisms are associated with surface topography and not with reflectance changes due, for
example, to surface markings. The observed image texture varies in predictable ways with angle of
view and lighting directions, and we would like to identify image texture measures which provide
consistent measures of such changes. We are using two types of random surface model to
investigate these measures:

o Smooth, continuous non-occluding Gaussian surface model,

e Pigcewise continuous Poisson patch surface model.

Under the assumption of Lambertian surface properties, we are studying the relationship of texture
energy measures, correlation measures, fractal dimension, and structural basis function expansions
as measures of image texture and their ability to discriminate underlying surface texture. The
extension of these techniques will be to provide segmentation of images on the basis of surface
texture and describe time-varyirig characteristics of underlying surface topography.

-
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2.5 Summary

The techniques studied have individually proven to be effective in scene analysis and image
understanding. Recognition of objects may be accomplished fhrough probabilistic matching and
multi-resolution basis functions. Texture-based models can provide information about scene
background. In high-altitude, time-varying imagery, the first two techniques offer information about
accumulation, depletion or utilization of particular objects while the texture models help provide an

understanding of terrain and land use.
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3. HIGH FRAME RATE SUB-PIXEL TARGET
TIME-CHANGE STUDY

3.1 INTRODUCTION

As noted in Chapter 1, image registration is a key operation required in obtaining time-history
data. Once successive frames or points in successive frames have been registered, the distortion
function between the image frames (due to platform motion, etc.) can be determined and removed
if necessary using SDFs. We can then integrate successive frames and subtract these frames to
achieve a time-history track file on moving objects in the field-of-view of the sensor. This is the
most significant bandwidth compression aspect of such processing, since only the changing

information need be used.

As a particular case-study, let us consider the detection of a missile launch. In this case, we
assume a high-reso(ntion staring mosaic-sensor in geostationary orbit operating in several
wavelength bands that is monitoring known missile locations (determining these locations is also
possible with SDFs). The sensor system is assumed to have a high frame-rate and its resolution
and altitude are such that the missile target is sub-pixel in size. To obtain accurate time-history
information, we must thus register successive image frames to sub-pixel accuracies (0.01 of a pixel
is typical) before subtracting the frames. When this has been done for many successive frames, a

missile launch will emerge as a line or curve in the composite output difference image.

With this scenario and SBIU application defined, let us now discuss how to achieve sub-pixel
image registration accurately using hybrid optical/digital techniques. We first recall (Table 1.1)
the very important facts that we know that the two successive frames correlate and that the shift
between frames is at most one pixel. We utilize this information in our new solution proposed
below. The general technique is best described with respect to the simplified diagram in Figure

3.1. In this figure, we show the correlation of two successive {rames of data to extract the
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amount (xc,yc) by which the second image must be shifted with respect to the first. We thea
shift and interpolate this second image frame and subtract it from the first frame. This produces:
time-history track files on candidate targets in the sensor’s field-of-view. Artificial intelligence
and image understanding techniques plus context information can be used on these time-history

outputs (of the multiple targets expected) to arrive at a decision.

FRAME 1 4 TARGET

FRAME | B TIME-HISTORY
DIFFERENCING TRACK FILE

SHIFT
AND
, INTERPOLATE
(xc,vc)

{
FRAME 2- 1 1

Figure 3-1: Simplified Hybrid Image Registration Concept

In our new proposed technique to achieve sub-pixel image registration, we will also utilize the
fact that the shift between image frames is less than or equal to one pixel. Thus, we will place

several detectors only around the center of the output correlation plane and are assured that we

will have adequately sampled the output correlation. To obtain sub-pixel correlation peak

n
|
1
location accurately, we feed these correlation plane sampled values to a digital estimator from 1
|
which the sub-pixel shift r estimation is obtained. {

In our new system concept (Figure 3.2), we iterate the r estimate until the registration accuracy
is as small (A) as is desired. On each cycle, we re-interpolate and re-sample (i.e. sub-pixel shift)
the image. Presently, the optical system performs the correlation. Methods to use the optical

system to achieve interpolation will be addressed later.
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: FRAME N OPTICAL -
. CROSS~ —y SHIFT A ;
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. 1 B TRACK
+—.9 SUBTRACTION FILE
YES s

D IniTIATE 1
- N A < e
NO 1
RESAMPLE TO l INTERPOLATE
SHIFT IMAGE IMAGE N + 1
N+1BYS

Figure 3-2: New Iterative Sub-Pixel Image Registration System

i In Section 3.2, we discuss the space-based imagery we have produced for our initial tests. Three ’
estimators for sub-pixel image shifts were investigated. These are described in Section 3.3. Our |
initial simulation results are advanced in Section 3.4 with attention to various sub-pixel
estimators and their performance accuracy. Interpolation routines used are described in Section
3.5. The dynamic range and noise performance of the system are detailed in Section 3.6 and the

performance of the system for target detection and tracking are presented in Section 3.7. This

represents the first demonstration of sub-pixel target extraction, detection and tracking.
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3.2 SPACE-BASED IMAGE DATABASE

To obtain quantitative data for analysis and demonstration, we employ digital techniques to
produce simulated space-based imagery. The complete image scenario includes several layers of
clouds with an earth background and a sub-pixel target. Each layer is known to be modeled in

the IR wavelength band as a pseudonoise (PN) distribution with given correlation lengths, means

and variances [Rauch et al, 1981]. Our initial tests considered only one layer with uniform
statistics. Both correlated noise (CN) and uncorrelated noise (UCN) are included in the imagery.

The CN corresponds to the cloud imagery in the IR and the UCN to the sensor and detector

noise. The CN is coherent frame-to-frame (i.e., the same seed is used to generate the PN
distribution in each frame). The UCN is non-coherent frame-to-frame (i.e., a different seed is

used during PN generation).

The basic PN sequence generation techniques in IMSL [IMSL, Inc., 1982] produce random
numbers, Gaussian-distributed with zero-mean and unit variance. Each new seed produces a
different PN sequence. These sequences are white Gaussian noise with infinite bandwidth. To
produce the correlated PN sequence needed for our image model, we must be able to control the
correlation lengths and correlation coefficients p . and ’, (horizontal and vertical) as well as the :
standard deviation () of the sequemce. A Markov exponential model was used for the

autocorrelation function R(x,y) of the sequence

. v

R(x,y) = o%p 9l p V. (3.1)

We wrote our own software for generating sequences with above Markov correlation function as ;

IMSL does not provide this.

Let f(x,y) denote the UCN image of size 512 x 512 generated using IMSL. Then, we generate a
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512 x 512 pixel UCN image f(x,y) starting at the upper left corner and proceeding to the bottom
right corner, one row at a time. The pixel value f (x,y) at location (x,y) in the CN image is a

function of the three neighboring f pixel values previously determined and the present UCN

image value f(x,y). The four pixel values in question are shown below.

(x-1,5-1) | f (x-1,y)

(x,y-1) f (x.y) (3.2)

The equation by which the present f (x,y) pixel value is compixted is

f(xy)=-p, o by f (x-1,5-1) + Py e fxy-1) + o, o f (x1,5)

+oe{ll-p2- 0%+ (p 00 )" 0 flxy) (3.3)

This procedure converts an uncorrelated zero-mean image of variance o2 into a 2-D image of zero-
mean and unit variance with correlation coefficients PyrPy: The correlation coefficient between

diagonally adjacent elements is given by Pry

Ten versions of such a 2-D image were produced with intended correlation lengths p = 0.875

and py = 0.925. Values of p from 0.8 to 0.95 are typical of the values that represent cloud levels

in the IR band being considered [Rauch et al, 1981]. Ten additional sets of 2-D images, with p_
- = 0.950 were produced. These 20 images were then analyzed by correlation techniques.
The measured mean, variance and correlation coefficients for these dat.a' are listed in Tables 3.1
and 3.2. As seen, the data exhibits very nearly the exact desired statistical parameters. The

parameters are then estimated from the images generated as below.




512 512

MEAN=m =X X f\(x,y)/.'im2
Xum] yom]

512 512

VARIANCE=%2 £ [f(xy)- m]*/512°
Xx==] yam]

512 512

;’ = £ fxye® fA(x,y+l)/5122
x==] y=x]

512 512

p.o=2 £ f(xy) e f(x+tLy)512? (3.4)
x==] y==]

In practice, the estimated means are subtracted from the data in the numerator in calculating p

and a normalization using estimated variance is needed. But, in our case, the data is of zero-

mean and unit variance and thus these corrections are not included in (3.4).
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Table 3-1: Calculated statistical parameters for ten 2-D images of
zero-mean and unit variance with p_ == 0.875 and py = 0.925

IMAGE NO.  MEAN VARIANCE ’, ’

1 -0.001 1.006 0.861 0.916

2 +40.060 1.018 0.865 0.916

3 0.025 1.038 0.865 0.918
] 4 0.056 1.027 0.863 0.917

5 0.039 0.966 0.859 0.915
} 6 0.002 1.025 0.865 0.918
il 7 -0.047 0.989 0.861 0.915

8 0.089 1.055 0.867 0.918
! 9 0.058 1.027 0.863 0.918
i 10 0.021 0.935 0854 0911
i
§

In Figure 3.3, we show the central regions of the autocorrelation functions of the CN images with

py=p, = 0.1, p, = ’, = 0.8 and p = ’, = 0.95. For the Markov model autocorrelation

function in (3.1), we see that R(x,y) decreases monotonically as |x| or |y| increases. The |x]| and
ly| values for which R(|x|,0) and R(O,|y|) equal 0.5 of the peak value are usually referred to as L,
and L,, the correlation lengths. It can be easily seen from (3.1) that L_ and L’ are directly
proportional to ’, and py This can be easily seen from Figure 3.3, where we see that small ’,
values indicate sharper correlation peaks. The observed correlation shape in any particular
experiment can be used to estimate the underlying [ values. This is made use of in deriving

estimators for sub-pixel shifts in Section 3.3.
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Table 3-2: Calculated statistical parameters for ten 2-D images of zero-mean
and unit variance with p = = 0.950

IMAGE NO. MEAN VARIANCE [ [
1 0.001 0.993 0.929 0.929
2 0.121 1.033 0.933 0.931
3 0.048 1.045 0.931 0.931
4 0.118 1.075 0.932 0.933
5 0.081 0.931 0.926 0.928
6 0.006 1.029 0.931 0.932
7 -0.100 0.972 0.929 0.927
8 0.179 1.092 0.934 0.933
9 0.100 1.017 0.928 0.931
10 0.035 0915 0.926 0.924

We add UCN, i.e. a standard IMSL PN sequence, to the 2-D images and embed a 4 x 4 pixel
target in the 512 x 512 image. This completes our initial space-based image model. We next
discuss how background and target shifts (sub-pixel) of data are generated. First, we consider the
actual steering mosaic sensor detector array that we assume is used to produce the imagery to be
processed. From prior analyses [Rauch et al, 1981), the targets of interest are known to be sub-
pixel, specifically 0.25 of a detector pixel. We acheive this detector image and sub-pixel shifts by
condensing each 8 x 8 pixel region of the original 512 x 512 image into one detector pixel. This
should ideally produce an observed image of size 64 x 64. But since we plan to introduce shifts in
the high resolution image, we cannot use the boundary points in the high resolution image. Then
we ignore 4 rows or columns of pixels from each border and produce only a 63 x 63 size detector

image. Sub-pixel shifts in the detector images can be obtained by using integer delays in the high
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resolution image followed by subsampling by a factor of 8. In addition to subsampling, we need
to include the effects of detector blur function. The detector blur function we use is shown in

Figure 3.4.

The detector blur function D(x) is based on the error function. It is unity in the center and

essentially zero beyond 3. In 1-D it is defined as the integral of a Gaussian distributed function

0 X 2 X
G(x) X, L x < %y
D(x) = (3.5)
1 0<x<x
D(-x) 0<x

where x, == 30 + F/2, x; = -30 + F/2, F is the footprint size (8 x 8 pixels here, i.e. the image

resolution in pixels), and the function G(x) is

b
[ twiolrg,

G(x) === (3.6)

To o

where b == 30 = 2 pixels and a == x - F/2 == x - 4 pixels are the integration limits in (3.8). Eq.
(3.5) indicates that the detector blur function D{(x) is symmetric, has a flat central region and
drops off to zero at the edges. The Gaussian shape is a good model for many of the sources of

blurring such as atmosphere, imaging system, etc.

To produce sub-pixel image and target shifts, the original 512 x 512 scene is shifted, i.c. each 8 x
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8 pixel region integrated to produce each detector value is shifted. A shift by one pixel in the
original image is thus equivalent to 0.125 pixel shift in the detector image. The target is 4 x 4
pixels in the original scene and is thus 0.25 pixels in the detector image. UCN is added to
produce the final image. This uncorrelated noise is non-coherent between successive frames. The
background is shifted and so is the target. The target moves more than the background, as is
expected. In Figure 3.5a, a typical CN and target image is shown. The CN in this image has ’,
== 0,95 and ’, = 0.95. The target intensity is equal to that of the CN in this image. As can
clearly be seen, no target is visible in this image. Figure 3.5b shows the same image with UCN
also added. The strength of the UCN is 3dB below that of the CN. We cannot easily locate the
target in either of the two images. Thus, the problem with detecting a sub-pixel target in such a

space-based scene is clearly quite formidable.

3.3 SUB-PIXEL ESTIMATORS

From Figure 3.3, we see that the shape of the correlation peak reflects the CN information in
the scene. Because successive frames are taken quite close together in time (0.01 seconds), the CN
information does not change appreciably. Thus, an output correlation between two successive
frames is expected and the correlation peak is expected to be quite close to the center of the
correlation plane, i.e. sub-pixel shifts between two frames are expected. To measure this shift, an
estimator is used. The three estimators we considered estimate the shift r from gradient
estimates and from sampled correlation plane data. We denote the two successive image frames
by L(x.y) and lz(x,y). The CN or image background between the two images are shifted by

(x,,7.)- The estimates we obtain for these image shifts are denoted by (x.5)

The correlation coefficient used in the simulation of high resolution images is 0.95. After the 8
x 8 pixel averaging, the low resolution detector image displays a correlation coefficient of 0.75;
since the background in ll(x,y) and lz(x,y) (successive detector images) differs by less than a pixel,

whereas the desired target moves by more than a pixel, we can extract the target by subtracting
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1,(x,y) from I(x,y). In the ideal case when the background does not change from I (x.y) to
[y(x,y), subtraction removes the background completely. But in practice, we can estimate by how
much the background drifted between the two frames, compensate for it and then subtract the
two frames. This process will distort the target, but since many successive frames will be used to '

form target track, this will have little effect.

3.3.1 Gradient-Based Estimator [Lucas and Kanade, 1981]
We will consider 1-D notation for simplicity. The two observed images I,(x) and I,(x) are

related by a sub-pixe} shift, namely Ax, i.e.,

. SRR T 980 § MNP 50 S Ty

I(x) = I,(x-Ax), (3.7)

where we ignored the UCN for the moment. We know that the spatial derivative of the image

Il(x) can be approximated as g

- dI,(x) = 1,(x) - 1,(x-Ax) - 1,(x) - Iy(x)
dx L

ym . (3.8)

r'y(x)

{

?
where l’l(x) denotes the spatial derivative of ll(x). The approximation used in (3.8} is useful only 1
if Ax is small, i.e., only if we are concerned with sub-pixel shifts. From (3.8), the sub-pixel shift

can be estimated as

4 o - 1)

However, in this method a new quantity can be computed for the right-hand side of (3.9) for each
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spatial position x measured. Thus, we can improve the estimate for Ax by averaging the right-
hand side of (3.9) over all possible x values in the images Il(x) and Iz(x). But, then we have to be
concerued with the possibility of l"(x) being zero at a particular x value. Such a situation can
lead to Ax being infinite. To avoid this, we introduce a weighting function w(x) and obtain the

sub-pixel shift estimator equation

A 5 Sl EHT (x)

) , (3.10)

where the summations are over all image pixels x and where

w(x) (3.11)

RO

This weighting function is chosen to avoid those x values for which Il’(x) is zero. The weighting
function used in (3.11) is inversely proportional to I"(x), the second spatial derivative of I(x).
Then this weighting function becomes small when there are large changes in the first spatial

derivative 1.’ in a small region.

To improve the estimation procedure, we use (3.10) iteratively. Initially, the two frames I,(x)
and Iz(x) are assumed to be in registration, i.e., Ax == 0; (3.10) is then used to estimate Ax
between I,(x) and I,(x). This estimate is then used along with a proper 'interpolation routine to
shift 1,(x) by Ax to bring it into registration with I(x). The procedure in (3.10) is once again

repeated to get a better estimate for Ax. The iterative method thus follows the formula

e
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I, {w(x) [I,(x-2x(k)) - L(x)] / ' (x-2x{k))}

L, w(x) (3.12)

Ax(k+1) = Ax(k) +

where k denotes the iteration number and 2(0) == 0.

The success of the iterative procedure in (3.12) depends mainly on the accuracy of the
interpolator used to produce Il(x-ZI (k)) at the k-th iteration. Good interpolators are very time
consuming and thus this procedure is time consuming. Even though we have chosen the
weighting function w(x) in (3.11), there are no fixed rules for optimal weighting functions. This

last topic should be investigated in our future research.

In our experiments (Chapter 4), we have found that ten iterations in gemeral are needed.
Because of the interpolation needed, this approach is less attractive compared to the correlation
plane methods. In general, producing the correlation function can be time consuming. However,
this operation is easy to implement optically and since we also do not need to produce the full
correlation plane, the detector requirements are also quite modest. Thus, this scenario,

architecture and algorithm are quite practical if realized optically.

3.3.2 Exponential Correlation Estimator

In both of our correlation-based estimators, a shape is assumed for the correlation pattern. The
correlation pattern between I, and 1, is sampled at several pixel locations and from these
correlation coefficient plane samples, the location of the peak is estimated to sub-pixel accuracy.
In the exponential-correlation estimator, a Markov correlation function is assumed for the cross-

correlation function ¢(x,y) of the two images I,(x,y) and I,(x.y).

- [x-x |, lr-y |
c(x,y) Py cPy e
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where ¢ p is the peak correlation value. The sub-pixel shifts x_ and y_ are between -0.5 and 0.5.
This approximation to c¢(x,y) exactly matches the exponential CN sequence produced and is thus
expected to yield quite excellent performance. Surprisingly, no prior use of such an estimator has
been located in the literature. Since Markov type correlations are found in many aerial scenes,
this should be useful in other applications also. To determine estimates (f ,§ ) for the sub-pixel
shifts (*c,yc), we substitute six sampled ¢(x,y) values ¢{-1,0), ¢(1,0), ¢(2,0), ¢(0,-1), ¢(0,1) and ¢{(0,2)

into (3.13).

If we take the natural log of both sides of (3.13), we obtain
lnfe(x,y)] = ln[t:pe T Ixex i, + |y~ycllnp’. (3.14)

Because of the absolute value signs on (x-x ) and (y-y ), the correlation plane value at the origin,
namely ¢(0,0) is ambiguous concerning the signs of x . and y . But, since x_ and y_ are guaranteed
to have magnitudes less than 1/2, the other correlation plane values uniquely define all
parameters. The unknown parameters on the right-hand side of (3.14) are Coeak? Xe o and

y:

We are interested in x, and y_ only. To obtain x o+ We eliminate the dependence on s by using

A n {C('I,O) / C(I,O)}
e ™ Un(e(2,0) 7 (1,0)]

(3.15)

From (3.14) for the no noise case, we find

i
;




- |-1-x linp_ - ]1-x |inp }
¢ 2{|2x_linp_ - |1-x |inp }

{+1+x -1+x_} -

TR cam——————— x . 3-16
2{2-x -1+x } ¢ (3.18)
Similarly, we obtain y . by eliminating the dependence on p_as below.
~ {n{c(0,-1) / (0,1
{c(0,-1) / <(0,1)} (3.17)

Te™ 2ln{c¢(0,2) / ¢(0,1)}

For the no noise case, we can show that f e =7, Becaue of the nonlinear nature of the
equations involved, there is no direct or unique method of deriving x c and f - Our estimators in
(3.15) and (3.17) are attractive as they use only six values and use only simple In operations. The

statistical behavior of these estimates will be investigated in our future research.

It is possible to iterate this procedure (Section 3.. .0 achieve successively better estimates. We

will qua-ntify the performance of this estimator in Section 3.4.

3.3.3 Parabolic-Correlation Estimator [Kumar et al, 1982]
The use of fitting a parabolic curve to the correlation peak when the delay is not an integer
multiple of the sampling period is widely practiced [Boucher and Hassab, 1981). In this case, the

central region of the correlation peak is described by

¢(x,y) = a + bx + cy + dx® + eyz.

o el
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Evaluating (3.18) for different correlation plane sampled pixel values, we find the coefficients in

(3.18) to be [Kumar et al, 1982]

a = ¢(0,0), b = [c(1,0) - ¢{(-1,0)]/2
¢ == [¢(0,1) - ¢(0,-1)}/2
d = [¢(1,0) + ¢(-1,0) - 2¢(0,0)}/2

e = [c(0,1) + ¢(0,-1) - 2¢(0,0)}/2. (3.19)

Setting the derivatives of (3.19) with respect to x and y equal to zero, the sub-pixel shift estimates ‘

are found to be

. [¢(1,0) - ¢(-1,0)]
Xe=- 2{2¢(0,0) - ¢(1,0) - ¢(-1,0)}

A [c(0,1) - ¢(0,-1))

Y e = " T2e0.0) - c(0.0) - <0, 1)) (3.20)

The estimators for sub-pixel shifts x, and y_ are presented in (3.20). The correlation plane
samples ¢(0,0), ¢(0,1), ¢(0,-1) and ¢(-1,0) are obtained by sampling the cross-correlation of the two
images I,(x,y) and L,(x,y). We have shown [Kumar et al, 1982] that the use of the estimator in
(3.20) leads to biased estimates of x . and y c for Markov-type images. This is one of the reasons
why we considered the exponential model based estimator of the previous section. The popularity
of parabolic estimator is one compelling reason for its use. It is also easier to implement as it

does not involve log operations.

ihdi s e — -
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3.3.4 Least-Mean-Squared Error Estimator

The estimators suggested in (3.15), (3.17) and (3.20) make use of only a few (5 or 6) points in
the central region of the cross-correlation between I; and I, to estimate x_ and y_. If the cross-
correlation operation is carried out digitally, use of only 5 or 6 points simplifies the computation
involved. But optical correlators can produce the complete correlation plane without any
additional effort. Thus, we consider the use of more information from the correlation plane to

determine x_ and y_.. We can treat this as a curve fitting problem (parabola or exponential) to

the observed data points.

Let us assume that we are using a matrix of n x n observed correlation plane values and that we

" attempt to model them by a second-order polymomial as in (3.18). Let us denote the five
unknown parameters in (3.18), namely a, b, ¢, d, ¢, by a column vector @ of size 5. The observed
correlation data values can be represented in a lexicographic order as the column vector ¢ of size

n?. Then ¢ is related to ¢ by
c= Al (3.21)

where A is a matrix with n® rows and 5 columns. If the i-th element of ¢ corresponds to the

location (x,y) in the correlation plane, then the i-th row of A is given by

hxyx®y (3.22)

In general # can be obtained by solving (3.21), but we note that there are more equations (n?)
than unknowns (5). Thus, a solution for g‘ is found only such that the square error between the
obeerved correlation data ¢ and -A_l‘ is minimized. It is straightforward [Duda and Hart, 1973] to

show that the solution is
- A"'

§ =A7

where A* is the generalized inverse of A.
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This approach allows the use of an arbitrarily large number of samples in the correlation plane.
But one has to carefully consider the ill-conditioning of A as more points are added. This occurs
because the condition number increases as the matrix size increases. The condition number for
the central 3 x 3 region in the correlation plane is 1799 while the condition number of the central
5 x § region is 15846. Thus fewer data points are preferred from the computational, accuracy

and dynamic range considerations.

Even though we introduced our least mean squares error (LMSE) method using the five-point
second-order polynomial in (3.18), we can use other models as well. Often, we may model ¢(x,y)

¢(x,y) = {parabola in x}{parabola in y} (3.24)
= a + bx + cy + dxy + ex® + fy>.

The same approach as before can be used except that § will be a vector of size 6 and A will be a
matrix with 6 columns. We can extend this technique to the exponential mcdel also. But the
equations resulting from minimizing the square error in general will be nonlinear. Linearization of

such nonlinear methods will be considered in the future.

3.4 ESTIMATOR ACCURACY AND PERFORMANCE
In this section, we discuss our performance measures used and provide comparative tests on the

quantitative performance of the estimators suggested in Section 3.3.

As our performance measure, we consider the sub-pixel estimation accuracy obtained and use
this to select the estimator to use. Another useful performance measure is the mean-square value
of the difference between the two image functions (after sub-pixel shifting one image by the
amount calculated). This second performance measure combines measures for the sub-pixel shift
estimator and the interpolator used to perform the sub-pixel image shifts. This second
performance measure will thus be most useful in evaluation of the various interpolation routines

we will employ. This issue is discussed in Section 3.5.
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In Table 3.3, we show the sub-pixel estimates obtained after different numbers of iterations for

the gradient-based estimator of Section 3.3.1. In this case, the data had Py =t = 0.950, the *

sub-pixel shift was -0.25 in both directions, and only CN was present. Only data for a cubic
spline interpolator is included. As seen, 10-15 iterations are necessary before the iterative

estimator was close to the correct value. The same behavior was observed when a parabolic

interpolator was used. Thus, we have chosen not to pursue this estimator in our further studies,
since it requires a significant number of iterations, much more than do the other estimators. In
the gradient algorithm tests, all image points were used as this should provide the best estimate.
A detailed analysis of the estimation outputs from this gradient algorithm showed divergence for
a linear interpolator. This and other aspects of this algorithm merit further attention. However,
the fact that it requires more iterations than other methods makes it less worthy of further

detailed study.

Table 3-3: Sub-pixel shift estimates for gradient-based estimator

ITERATION NUMBER 1 5 10 15
X estimate .0.049  -0.162  -0.224  -0.247
¥ estimate 0052  -0.175 -0.251 -0.294

In Table 3.4, we show the sub-pixel estimates obtained after the first iteration for the
exponential, parabolic and LMS 5-3 (5 coefficients and a 3 x 3 sample size in the correlation
plane) correlation plane estimators. For these cases, only CN was present with Py = by, = 0.95
and the correct sub-pixel shift was x ==y me .0.25 of a pixel in the detector image (two pixels in
the original 512 x 512 image). As seen, the exponential estimator performs best. This is expected
since the CN used had an exponential correlation function. The parabolic estimator performed .

quite well after only one iteration, as did the LMS estimator shown. The LMS estimator was

\
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evaluated for other cases (with more coefficients and with a larger correlation plane sampling
region). In all of these cases, the LMS estimator performed worse. We feel that this may possibly
be due to the larger condition number of the matrix in such problems.

Table 3-4: Sub-pixel shift estimates obtained with different correlation
plane estimators

ESTIMATOR EXPONENTIAL PARABOLIC  LEAST MEAN
MODEL MODEL SQUARE
(5 COEFFS.) (5 COEFFS.)

X estimate -0.2555 -0.1843 -0.1839

¥ estimate -0.2401 -0.1844 -0.1868

A representative example of the autocorrelation of CN only image data with p = 0.95 was
shown in Figure 3.3¢ and is repeated in Figure 3.6a for convenience. The cross-correlation for
two such CN sequences with shifts of 0.375 pixels in x and 0.5 pixels in y is shown in Figure 3.6b.
From these two figures, we see how the shape of the correlation function changes with sub-pixel
shifts and that the accuracy with which the correlation peak can be measured directly (without

the estimator) is quite poor.

In our future work, we will continue to use the exponential correlation estimator, since it

performs so well and matches the exact correlation shape for the data presently being used. The
parabolic estimator will also be retained, since it is reported to be more robust. It may perform
better than the exponential estimator in the case of Gaussian noise and other natural image
distributions that are not so well controlled statistically. The condition number of the correlation
matrix in the LMS data should be investigated to determine if this is the reason for the reduced

performance of this algorithm. [n addition, the maximum likelihood and MAP estimators will be




Figure 3-8: Correlation plane functions for CN with p == 0.95. (a) .
Autocorrelation, (b) Cross-correlation of the images with shifts of 0.375 ?
pixels in x and 0.5 in y. -
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investigated as parametric estimators. The results obtained using these estimators will be
compared to those containing the present non-parametric estimator. Our present performance
has demonstrated the excellent sub-pixel accuracy possible after only one iteration in our

estimators.

3.5 INTERPOLATOR PERFORMANCE AND SELECTION

Once the sub-pixel estimator has been obtained, the new image must be sub-pixel shifted by this
amount (before being subtracted from the previous image). This requires interpolation. The
three interpolation techniques we investigated (linear, second-order and cubic spline) are discussed
in this section. Our results achieved using them are advanced and quantified. In these tests, as
our performance measure, we use the mean square error of the difference between the two images
after sub-pixel interpolation. To. test only the interpolation algorithms, we apply the exact sub-

pixel shift to each interpolator and then compute the mean square error of the two new images.

Let ll(x,y) and lz(x,y) be the two images being coasidered. The similarlity between the two

images can be characterized by

Z, ,((xy) - Lixy)?

NMSE =
I1Axy)

. (3.25)

where NMSE denotes normalized mean square error and where ll(x,y) is assumed to be of zero-
mean. When I (x,y) and Iy(x.y) are identical, NMSE is seen to be zero. Thus smaller NMSE

values indicate better sub-pixel shift estimation and interpolation.

The NMSE obtained using various interpolation given the exact sub-pixel shift between the two

images is shown in Table 3.5.

A sub-pixel shift of 0.25 was used to obtain the above resuits. We see from the results in Table
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Table 3-8: NMSE of the Interpolators

Linear Parabolic Spline(4) Spline(5) Spline{6) Spline(7)

0.7875 0.0320 0.0357 0.2687 0.0282 0.0289
3.5 that the linear interpolator performs very poorly and is not considered further. Spline(n)
indicates n-th order spline interpolation. Fifth-order spline interpolation has the smallest NMSE,
but parabolic has only 20% more NMSE. Since parabolic interpolation is computationally more

efficient compared to spline(5), we will consider only parabolic for the future.

3.6 DYNAMIC RANGE AND NOISE CONSIDERATIONS
We have so far considered the behavior of different sub-pixel shift estimators under ideal
conditions. We now investigate their accuracies in the presence of detector dynamic range

limitations and detector noises.

3.8.1 Detector Dynamic Range

Varous points in the central region of the cross-correlation between the two frames need to be
detected before the sub-pixel shift between the two frames can be estimated. Since we are
concerned with the central 5 x 5 correlation plane region, we find the minimum and maximum
magnitudes in these 25 points in the correlation plane. For a typical cross-correlation, we
observed a minimum of 485 and a maximum of 2750 indicating a dynamic range requirement of
about 6 or about 16dB. One can easily achieve a dynamic range of 1000 or 60dB with present
detectors. Thus detector dynamic range should not pose any significant problems in sub-pixel

shift estimation.
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3.8.2 Input Noise

o =

The next question to be investigated is the effect of input UCN noise on sub-pixel shift
estimation. To simulate the detector noise, we add UCN noise with a prescribed variance to the
input plane data. We show the estimated x-shifts and y-shifts for various amounts of input noise
using both the parabolic and exponential estimators in Table 3.6.

Table 3-8: Estimated Ax and ay under varying input
noise. The true 4x and Ay are -0.25 and -0.25

INPUT SNR Ax ay Ax 2y k‘
| ;
-0 -0.18431  -0.18444 -0.25552  -0.24013 ;
1000 -0.18431  -0.1844¢ -0.25552  -0.24013 y
100 -0.18431  -0.18444 -0.25552  -0.24012
10 -0.18431  -0.18444 -0.25550  -0.24011
5 -0.18433  -0.18444 -0.25556  -0.24011 ."1
4 -0.18432  -0.18446  -0.25552  -0.24001 |
1 -0.18426  -0.18437 -0.25553  -0.24003

We see from Table 3.6 that the sub-pixel shift estimates are very insensitive to input plane
noise. Even with an SNR of only 1, the difference from the no noise case is only 0.00005. Thus, y
input noise seems to pose no problems in our method. This is a significantly advantageous
feature of this sub-pixel shift estimtaion algorithm. In our next tests, we will add noise to the

detector plane data.
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3.7 TARGET DETECTION AND TRACXING

In this section, we present the results of target detection and tracking on the two image frames
presented in Figures 3.5a and 3.5b. Figure 3.5a shows a 3-D display of the image of a target in
background. The background is simulated by a CN image of size 63 x 63 as before. The
correlation coefficients used were p, = 0.95 and p, = 0.95. The target is of sub-pixel size in the
63 x 63 image (0.5 of a pixel). The strengths of the target and CN are equal. We cannot identify

the target from Figure 3.5a.

In Figure 3.5b, we have a 3-D display of the next simulated sequential image of this same scene.
Between these two images, the target shifted by more than one pixel and the background by less
than one pixel. As seen, figures in 3.5a and 3.5b differ only slightly. The CN which simulates the
background moved by 1/4 of a pixel between the two frames. Tkis movement was along the n-
direction. The target moved 2 pixels in the x-direction and 1 pixel in y-direction between the two
frames. The second frame also differs from the first in that there is UCN of half the CN strength

in it. We cannot identify the target in either of Figures 3.5.

The results of our processing are shown in Figure 3.7. We cross-correlated the two images Il L
and I in Figure 3.5 to estimate the sub-pixel shift of the background. We first subtract I, and I,

without taking into account the background shift. We show the thresholded image of Ilz'lll in

Figure 3.7a. A thresholding at half the target strengths is used to provide convenient display.
Multiple peaks are present in this causing confusion about the correct target location. I, denotes

the image obtained from I, by using the sub-pixel shift estimated from I, and I,. The thresholded

s

difference image Il'l-l-'2’| shown in Figure 3.7b displays oaly two peak.: near the center. These

correspond to the location of the target in frames 1 and 2. Then all the background has been

suppressed while the target movement is clearly shown. Similarly, uncompensated images I and
I; yield multiple peaks in their thresholded difference image, shown in Figure 3.7c. After proper

shifting, the difference of I, and Iy yield the thresholded difference image in Figure 3.7d. Once
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again the background has been completely eliminated. These results show the importance of sub-

. T A Y

pixel shift estimation for background elimination and target extracction.
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4. Image Understanding Techniques for 3-D
Scene Interpretation

4.1 Introduction

In this chapter, we present results in two aspects of the 3-D change detection task: the low-level problem of

analyzing images, and the high-level' problem of representing, constructing, and updating the 3-D scene

model. The input to the system is a sequence of high resolution aerial images of an urban scene, such as might
be obtained from space-based sensors. We have developed techniques that will be uscful in monitoring
changes and developments at cultural sites, such as urban areas and military bases.

For the low-level processing, we describe techniques for extracting building structures from the images.
First, linear segments and junctions are extracted. These segments and junctions arc then assigned to an a
priori structural model of buildings. A search is then performed to look for new line segnments predicted by
the model.

This technique makes heavy use of junctions in_the image, which are assumed to correspond to building
corners. The procedure for forming junctions from line segments in the image can be made efficient by
dividing the image into a number of small areas called sectors, and storing with each sector a list of lines in its
area. To search for lines within a window that might form a junction, only the line lists of sectors containing
the window need be searched. We describe experiments which determine how to divide the image so as to
minimize the scarch time,

For the high-level processing, we describe techniques for representing, constructing, and updating the 3D
scene model. The scene model is a surface-based description of an urban scene, and is incrementally acquired
from a sequence of images. Each view of the scenc undergoes analysis which results in a 3D wire-frame
description that represents portions of edges and vertices of buildings. We describe how these wire frames are
used to construct and modify the model.

4.2 Extracting Lines and Junctions from lmaggs

This section briefly describes our techniques for extracting lincar segments and junctions from complex
acrial images of urban scenes.

To extract linear features, a 3x3 Sobel operator is first used to extract edge points, as shown in Fig. 4-1.
Then the cdges are thinned using a modified Nevatia and Babu algorithm [Nevatia and Babu 30], as shown in
Fig. 4-2. The resulting edge points are linked and approximated by piccewise linear segments. The method
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used to fit linear segments to a sct of linked points is based on iterative end-point fitting [Duda and Hart 73].
However, since this mcthod determines a line using only two end points, the line equation for the set of points

is recalculated using Jeast squares. Finally, short lines are discarded. The resulting line image is shown in Fig.

4-3.

In the next step, we extract junctions from the line image. A junction is a group of line scgments (legs) in
the image that meet at a point, and often arises from a vertex in the scene. We consider the following four
junction types: L, ARROW, FORK, and T. To find junctions, a 5x5 window around each end point of each
line is searched for ends of other lines. Lines in the window that are close and nearly parallel are combined
into a single line. Then, if the window contains the ends of three lines, the lines are classified as an ARROW,
FORK, or T junction depending on the angles between the lines. The position of the junction point is the
middle of the three end points. If the window contains the ends of two lines, they are classified as an L
junction: the intersection of the two lines determines the position of the junction. [f the window contains
more than three lines, each set of two lines is assumed to form a distinct L junction. Junctions that have been
found in this manner are labeled in Fig. 4-4. Notice that many of the junctions correspond to building

cormers.

4.3 A Model Based Search to Find Building Boundaries in Aerial Images

4.3.1 Introduction

A system (Fig. 4-5) has been created to extract portions of building boundaries from aerial images. Line
features are first extracted from the image. Junctions are then formed with the line featurcs and the line
features are assigned to structural models of a building based on the junctions. A search is made for missing
line features in cach structural model. This project is motivated by an observation of human interpretation of
the extracted lines from an acrial image. A human interpreter tends to pick a collection of lines which seem to
correspond to part of a building and then searches for less obvious lines which would support the
hypothesized building. For example, a human may initially pick the three lines corresponding to a corner of a
building and then search for neighboring corners and their lines. Or a human may pick four fines forming a
parallelogram to be the roof of a building and then search for the missing lines to form a parallelepiped.

A similar strategy is used in the system. In perspective projection all line features corresponding to vertical
edges of buildings will converge on a single point (called the vertical vanishing point) and can be identified in
this manner. The system is based on a simple model of buildings which has a strong dependence on vertical
edges. The word vertical will refer to vertical in space, a known dircction in the image. The model is a serial
list of rectangular shaped faces. A face may contain up to three lincs: a vertical edge and top and bottom
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Figure d-1: Edges resulting from a Sobel operator applied to an aerial image of

a region of Washington, D.C.
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edges. Line features arc initially assigned to the model based on the junctions connecting them. Junction
types L, A, F and T arc used. Since one line in an A or F junction is constraincd to be a vertical edge, a
unique location in the modcl for all three lines is determined. A collection of lines can be interconncected by a
number of junctions. Once the three lines from a single A or F junction have been added to the model, the
remaining lines can be added to the model using the same vertical edge constraint. Section 4.3.2 contains the

model definition and a more detailed description of how collections of lines are assigned to it.

The collection of lines assigned to an instance of the model will be refered to as a structure. Once the lines
linked by junctions have been formed into structures a search begins for other lines belonging to the same
structure. Most of the locations to search are determined by missing lines in the model. A few other probable
locations arc also checked. The scarch is first done for lines which do not have junctions and were not linked
into structures. The second time, a Hough transform is used to extract new line features. Most of the
searching strategy is described in section 4.3.2." Section 4.3.3 is mainly a description of the Hough transform.

Section 4.3.4 presents results from several images of the Washington, DC area. Section 4.3.5 summarizes

some conclusions drawn from the project.

IMAGE
DATA

BW
and
SOBEL

MAG.

and
THETA

EXTRACT FORM FORM SEARCH FOR EXTRACT
NEW LIM S
LINES JUNCTIONS STRUCTURES LINES. BASED WITH HOUGH .
FROM LINES ON STRUCTURAL TRANSFORM.
WITH INFORMATION SEARCH BASED Ot |
JUNCTIONS STRUCTURAL )
INFORMATION
7 S !
g
Figure 4-5: System Block Diagram
4.3.2 Forming Structures
This section describes-the model and how a collection of lfncs is assigned to it. There are two ways a :
structure can be formed. In the first, a structure is created in two steps. The first step creates structures based '

on the junctions linking a set of tines. The second step adds more lines via a scarch bascd on the structural
information. The second method of forming a structure is from vertical edges extending down from the three
points of a single L junction. This was an attempt to improve performance and should be replaced by a

heuristic junction finder.

4
n . _



4.3.2.1 The Building Model
The model of a building is based on three assumptions:

o Only A, F, and L junctions arc permitted.

o The vertical vanishing point is known. All lines converging toward this point are assumed to be
vertical.

o Buildings look like polyhedral layer cakes.

An instance of the model is shown in Fig. 4-6. The model consists of a serial list (possible circular) of faces. A
face corresponds to the side of a building. A face is the shape of a parallelogram and contains up to three
lines. One line is the top edge, another the bottom edge, and the third is the (right most) vertical edge of that
sidc of the building. A face may be visible or not visible (in which casc only the top line is visible). The top
surface (roof) of a structure and the bottom surface (at the ground plane) are indirectly described in the model
by the set of top and bottom lines in the faces. Some complex buildings could therefore be represented by

several instances of this model stacked vertically. L L

A A
L
A
__{/*
L

A A
Figure 4-6: General instance of the model

4.3.2.2 Adding Lines to the Model According to Junctions

There are two ways a collection of lines connected by junctions arc formed into structures. The first way is
the simple case of a series of L junctions forming a closed polygon. All the lines belong to the tops of faces
and the faces form a closed loop. The second way to form a structure considers all the remaining cases and is

described below.

A result of the model definition is thét A and F junctions have a unique position in the model. One of the
three lines in an A or F junction is required to be a vertical cdge. This constrains the two remaining lines to
belong to the top or bottom of the two faces. By considering the orientation of these two lines with the
vertical one, their spatial rclation is determined. If none of the three lines in the junction is vertical, the three
lines are not assigned to a structure. All the possibilities for a single A or F junction are listed below.

o The shaft of an A junction is vertical. The barbs belong to cither the top or bottom of their faces.

@ A barb of an A junction is vertical. The other two lines must be the tops of their faces. One face is
not visible.




e Any F junction. The two non-vertical lincs both belong to cither the top or bottom of their faces.

When a new A or F junction is located, its three lines form a new structure. Other lines may be connected
to the new structure by other junctions. To find these other lines, we check if a junction exists at the end of
cach line in the A or F junction. [fa new junction exists at that end, an attempt is made to add its lines to the
structure. If the new junction is of type A or F there is only one possible location for it in the model. If the
new junction is an L, the possible location of the single new line in ﬁwe structure is easily determined by the
angle of the new line with respect to the (possibly hypothetical) vertical edge at that corner. T junctions are
caused by occlusions and do not need to be considered if the two lines in the crossbar of the T junction are
merged into one line. The T junction’s lines are assigned to locations in the structure based on the type of
junction at the other end of the lincs. Lincs from a new junction are not added if their location in the
structure conflict with lines currently contained in the structure. If a line is encountered which belongs to
another structure, it is not added. A search is not made to determine the best fit structure for a given
collection of lines. Two simple rules are used instead.

o Form structures from F junctions first, then do it again with the A junctions. This is because F
junctions tend to be more prominent than A junctions.

o Follow lines closer to the top of a structure first. The most prominent lines usually correspond to
the roof top of a building.

4.3.2.3 Adding Lines to a Structure Based on the Structure

‘The current structures contain lines linked by junctions. In this step the information in the structure is used
to scarch for morc lines. These new lines are not required to have junctions. There arc a few cascs to consider

when searching for ncw lines.

o Search for any missing line in a face.

o If the faces do not form a closed loop, s ch for the top line of a new face at the two ends of the
list of faces. This line must be parallel to the sccond face from that end.

o [f the faces do not form a closed loop, try to find a line to connect the top.

In each of these cases the predicted location, length and angle of the missing line is determined by the
current lincs in the structure. The search is done in a rectangular window. The size of the window is
determinced by the length and angle of another line in the structure which depends on the location of the
missing line. Any new line produccd by the search must be within a tolerance of the other line, ncar a corner
of the structure, and of a minimum length. If the new line has junctions at cither end, an attempt is made to
add the lines connccted to these junctions to the structure. A special case occurs if a windowed line already
belongs to another structure. The structure which results from adding the windowed line (and all lines
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connected to it) must be larger than the structure originally containing the windowed line. If scveral lines are
windowed, we choose cither the one which forms the largest structure or simply the longest linc. When a
structure is destroyed because some of its lines merged with a larger structure, an attempt is made to reform

structures from the remaining lines.

4.3.2.4 Searching for Vertical Edges Around L Junctions

The method of creating structures which has just been described depends mostly on the existance of
junctions with 3 legs containing one vertical lcg. In an attempt to improve this situation a search for vertical
legs extending from all L junctions is made. Three locations are searched: the junction point and the end of
the two legs. If a vertical line is found, the three lines form a structure. If the vertical line is at the end of a
leg. the structure is ambigtious since two.possibilitics exist. Since it cannot be determined if one of the faces is
visible or not, the system simply chooses the visible case. This search was implemented because it is quick

and simple. Similar results should be obtained with a heuristic junction finder.

4.3.3 Extracting New Lines

4.3.3.1 Searching

The next task is to extract new lines from the raw image data based on information in the structures. This
step is similar to what was previously described, except that the search is in the pixel domain rather than the
domain of extracted lines. The scarch locations are identical. The search is performed via a Hough transform

which returns a list of line scgments found in the scarch window.

4.3.3.2 The Hough Transform

The Hough transform is a method to cxtract lincs by mapping cdge points from point space to the
paramcter space of lines. The Hough transform uses the equation for a line:
r = xcos(d) + ysin(@)
This equation maps a single point in (x,y) space to a sinusoid in (r,8) space. The sinusoid represents all the
lines passing through the point (x,y). Separate sinusoids are plotted for each edge point at (x.y) in a
windowed area. The (r.8) location containing the largest number of sinusoids represents the best fit line to

the set of points in the windowed area.

The Hough transform implemented in the system uses data from the sobel edge operator. The sobel edge

operator (Fig. 4-7) produces valucs for edge magnitude and dircction.

The (r.8) space is quantized as an accumulator containing a number of cells. A ccll measures 1 pixel by §
degrees. A cell is incremented by the sobel magnitude of the pixel point mapping the sinusoid. Only cells
within 30 degrees of the sobel angle of the pixel point are incremented. The value of r can be positive or
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Figure 4-7: Sobcl Edge Operator

ncgative. Both the sobel angle and the accumulator cclls range from 0 to 2. This has the cffect of scparately
considering lincs with intensity variations across then in ecither direction. The extracted lines are obtained by
choosing all cells excceding 90 percent of the maximum cell. To prevent extracting lines in a window
containing only ndise, the value of the maximum ccll must be above an absolute minimum value . The final
step is to determine line segments for the line represented by each cell. The pixel points contributing to each

cell are linked into one or more segments and a line is fitted to each segment.

4.3.4 Results
The results from several images of the Washington, DC area are shown in Figs. 4-8 to 4-12. Figs. 4-8, 4-9,

and 4-10 are three views of the same scene. Fig. 4-12 is from a magnified version (obtained using a cubic
interpolation algorithm) of the image used to generate Fig. 4-11. Each of the figures consists of three parts.
Part (a) shows all the lincs originally extracted from the image. The cross hatching lines are spaced 20 pixels
apart. Junctions of type L, A, F and T are labeled. Part (b) shows only the lines assigned to structures. The
heavy lines are produced by the Hough transform. The lines are numbered. Part (c) refers to the line
numbers to describe the organization of cach structure. The structures are numbered. Three things are listed
for cach structurc in part (¢): the number of lincs contained in the structure, whether the faces form a closed
loop (labeled as 'top is connected’), and a list of the faces. Four items arc listed for cach face: the top,
bottom, and (rightmost vertical) side line numbers, and whether the face is visible (labceled as 'is exposed’) or

not visible. Faces are listed in counter-clockwise order when a structure is viewed from above.

The overall performance of the system is fairly good. For example, fourtecn structures are contained in Fig.
4-8. Seven of them (structures 1, 2, 4, §, 6. 7, 12) correspond correctly with buildings. Two (structurcs 9, 14)
correspond only partially, and five (structures 3, 8, 10, 11, 13) do not correspond to any building. Some
observations on the results are listed here.

o Although many structurcs correspond to the desired building cdges in the scene, a few structures

do not correspond at all. For example, the arca occupied by structure 3 in Fig. 4-8 does not
contain a building. Structure 8 is a result of the sidewalk and street corner.
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o Some of the structures result from the ambiguous case of the vertical edge scarch at the ends of an
L junction. An example is structure 11 in Fig. 4-12. (The incorrect vertical lines are a result of
the Hough transform implementation. [t does not have a minimum threshold and extracts lines
from the noisc in the image arcas.)

o Structures often overlap. In one case two structurcs may cach describe a different two thirds of
the same building. Structures 2 and 11 in Fig. 4-9 and structures 2 and 3 in Fig. 4-11 are
examples.

e A large number of structures (often containing a substantal number of linés) result from
searching for vertical edges around L junctions. For example, structures 6, 7 and 12 in Fig. 4-8.

o Muitiple lines are extracted for a single edge in the scene. This is a result of two deficiencies in the
system. The first is caused by short lines. In this case a search window may overlap and extract a
scene cdge already contained in the structure. For example, a face is missing a bottom line, but its
vertical line is very short. The search window for the bottom line may include the location of the
top line. The extracted bottom line may actually result from the top of the building. The second
deficiency arises when the faces do not form a closed loop. The two end faces are not aware of
each other. For exampte, four lines almost form a rectangle (the roof of a building) but two lines
are not close enough to be linked as a single corner. When searching for new top lines connected
to the end faces, the system does not realize the extracted line corresponds to the top line of the
face at the opposite end.

4.3.5 Conclusions

The results have shown it is possible to extract substantial portions of some builaings. The model works

well with isolated simple buildings and seems sufficient for the simple urban environment which has been

studied. Several improvements could be made.

e A larger number of junctions with 3 lcgs is highly desirable since the model depends on them so
much. The junction finder can be improved to produce more junctions in two ways. The first is
to usc the constraint that one of the legs must be a vertical edge. Evidence of this is the large
number of structures originating from the search for vertical edges at the ends of L junctions. The
second improvement is to use the grayscale intensity along cach side of a line. The intensity on
one side of all the lines forming a single face should be similar. The junction finder uscd in the
system only forms junctions with 3 legs if no more than threc line endpoints lic within a certain
area. If a vertical cdge heuristic and intensity information are uscd. a selection could be made
from a group of four or more lincs in an area to form one or more junctions with 3 legs.

& The extracted lines usually do not correspond exactly to the edge in the image. They tend to be
shorter. A very uscful idea is to try extending all lines at each end that does not have a junction.

¢ The systém does not perform an extensive or complex scarch to find the best fit structure for a set
of lines. A more complex scarch should find a few additional structures. Using intensity
information to select lines may provide a more accurate choice when many lines are found in an
area,

® An intcresting extension of this work is to use structures from multiple views of a scene. Matching
would have to be performed. The global sct of structures for the scene could be used to search
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specific images for missing or hypothesized linc features or even entire buildings. Spatial rclations
could be used to find holes between nearby buildings which may contain a missing building.
Especially in the urban scenes studicd, knowledge of the location of roads would be very helpful.
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Figure 4-8b: Front Right View




STRUCTURES ANL:

evtcsnmesn se=a

Structure has 8 limes:

Structure has 6 lines:
Tap IS connectad.

Top 13 cannected. top+483 bots... nest 3148392 Face
tcps253 bote... aext sidec48? Face IS exposed tops41? dote... next sides42l Face
top*238 dote Face i3 net exposed 1092431 dot*424 next sides... Face
top=288 dote... next sides... Face it not exposed
10pe254 dote... nest sides488 Face IS exposed
Structure nas 5 lines:
Tap is not connectes.

Structure has 3 lines: tope... dot*... nest gice~484 Face
Tap i3 net conaected. 10p=2268 bot=... sest sides... Face
top* 88 dote next 3ide=388 Face i3 not exposed tep* 2 dote... next sides... Face
tope 84 bote... next sides... Face (S exposed topT 4 dote,.. nest sides 10 Face

Structure has & lines: Structure has 3 lines:

Top is not coasected. Teg ts aet comnected.

t0pe364 dote... next sides... Face is mot esposed

10p*400 bote... next 3i1de=399 Face 13 not exposed ::::'é& ::::--- ::l: 3:20'319 glc.
. -, .. ... next siges,.. ace

top*402 bot=480 next side Face IS exposed Tope 72 bote... Rest sidee... fFece

s"“““"r:;‘x: :°;::::;¢. Structure has 4 lines:
t0p*118 Dots... next $1de=488 Face IS exposed Top is not connected.
t0p"119 dotw... next sides... aot expesed tupe485 bots... nest sides170 Face
top*118 dots... next sid . a0t exzposed tope147 botr... next side*... Face
tope11? bote... neat sides... Face IS exposed tops148 cat=... next side=... Face

n 1ines: Structyre has 4 lines:

Structurorq:!Ks :onncctod. Top s not conmected.
tope177 bats... nest side=... Face is not exposed tope 20 bots... next 1tdesds9  Face
top*176 bot=198 next sides172 Face IS exposed tops 19 bote... nest sides... Face
102173 Bot*138 next 31de=137 Face [S exposed t0p=490 bots... aeat s1de*... Face
tops174 botr... next sid Face i3 not exposed

L - ., ..
tap*220 bote... next side Face 13 not exposed Structure has 3 lines:
Tep is not connected.

Structure has 3 lines: tops. .. dote... next sides491 Face
Top i3 not connected. top* 50 bot=.,. nest sides... Face
top® 57 bots... next sides... Face is not expesed tope S1 dats... next sides... Face
tope $8 dot:481 neat sides Face IS exposed
top* 60 Dots482 next side* Face IS exposed
tops 61 bote... next sides... Face is not exposed Structure has 4 lines:

Tap is not connectad.
top*173 bote... next sicee... Face

Structure Mas 8 lines: TOptii9 botr. .. nest 31080492 Face
Top IS connected. t16p*493 dote,.. next sider... Fface
t0p*297 dotei4d next sides... Face IS exposed
t39°158 dotes... next sides... Face is not exposed
tops159 bats... next sides... Face is not exposed
tops298 dote... neat s1de"130 Face IS exposed

Figure 4-8c: Front Right View
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Figure 4-9a: Front Left View
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Figure 4-9b: Front Left View




T STRUCTURES ARt:

eresrcvaaer cacs

Structure has 3 lices:
Top 18 nat coanected.
t1op=498 bote... nest 31009610 Face 3 Aot exposed

Structure Ras 8§ lines:
Tap is not cervected.
20p=294 dote... neat 31de=298 Face is nat esposed

# . .
€89<308 dot S50 neat sides509 Face IS exposed 109439 Bote... aeat yidee Face 13 axzazee
1292307 botesll neat sidesd0s  Face IS ssposed -
Structure nas 3 lines: '
. Top 13 not comnected.
Stﬂttunr:"‘ : 1izes: tee tope488 dote... neat 3ide=319 Face IS exposed
2 18 not connected. top*4485 bot*... next 3idae... Face IS eaposed

tape. .. dotr... nesxt side=812 Face i3 nat expased
top*317 bott... next side=122 Face IS exposed

topai1l bot*513 neat sides3?% Face IS exposed Structure has & Mlaes:

Top s not connected.

taps... B0t ., aext §idas82d Face 1s aot expeses
top* 50 botr... next 5ide<322 Face IS exposed
top* 47 Dot*S23 next 3ida=621 fFace IS ezposed

Structure Ras 3 Yines:
Top s not connected.
1002480 bdots... aeat side=483 Face IS exposed
tope4S51 Botr... next sides... Face IS expased

Structure nas 7 lines:
Tap IS coanected.
top*528 bote... next 3ides.,. Face is not exposed
t0p*527 bots... next sigds. .. Face 13 noy exposed
tups I3 Dot=528 next 31de=328 Face 15 exposed
tops 37 dote,.. next 3108624 Face IS axpesed

Strugture bdas 3 lines:
Top 1s net connscted.
tepe201 dote... aest sidee... Face s not expesed
109200 dots... next 31de=199 Face 1S expased

Structure has 7 lines:
Top is not connected,
topeS16 dote... neat sfdes... Face s not expesed

Structure has 5 lines:
Jaa ie nat cannectad

tep*513 bote... next sides 97 Face 13 not exposed tops331 tots. .. next 31962530 Faca is not exposed
tope188 bdot* 99 next sides..,. Face IS exposed topel77 dote,,. next sides... Fice IS expased
1op*si55 dots... next sides... Face IS exposes tops278 bote,.. nest 31ge*529 Face IS exposed

topeS14 bote... aext side=... Face s sot exposed

Structure nas 4 lines:

Top i3 nol connectad.

top=817 dots... seat side=361
: tope3s8 dote... aest side
16p=387 Bote... next sicer...

not exposed
exposed
not exposed

Figure 4-9c: Front Left View
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Figure 4-10b: Rear Right View




STAUCTUBES ARL:

Strueture nas 7 Vinea:
Top i3 not connected.
tope428 bote... nexs 3ides 26
top* 10 dote 29 aext sidecd2s
tap* 11 dote... neas sidec...
tope427 bete... naxt sides...

!

Structure has 3 Times:
Top 1s not comnected.
tope. .. Bote,.. aext side102
tape124 bote... next sides,..
top*270 dote... asat sides,..

Structure has 4 lines:
Top i3 net connected.
top®... dots.., naxt side3i’
109°319 Dote... next 3ides42s
tap*320 dote... next side=...

Structurs haa 8 lines:
Tap s not connected.
tops... bate..., mext 3idess0s
topr413 hot=429 next sides. ..
tope414 botr... nest side=4dd
t0pe408 Dote... nest sides...

Strycture has 8 lines:
Tap is not consected.
toprlés 5013432 next stdesadd
t0pe125 Dote4d4 next $1de=433
102438 Dote... anext sides...
top=438 dote... next sides...

Structure nas 3 lines:
Tap is not connected.
t0pv134 Boted38 neat sides4ld?
t0p*142 Datsdi® aext siges. ..

Face
Face
face
Face

Face
Face
Face

Face
face
face

Face
Face
Face
Face

Face
Face
Face
Face

Face
Face

Figure 4-10c:

1S exposed
1S expesed
is net exposed
is not exzpased

is not esposed
1S exposed
18 Aot exposed

is aot exposed
1S expased
1S exposed

is ot exposed
18 exposed
1S exposed
is not exposed

1S exposed
IS eaposed
‘s noet exposed
1s mot axpased

1S exposed
1S exposed

T APz, B
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Structure has 5 lines:
Top 18 not coanectad.
tops... bhote... neat gideredl face is aot exposed
tops273 dote442 neat 3100840 Face IS exposed
top=287 ote... next sides... Face IS eaxposes

Structure has ¢ ltnes:
Top is not connected.
top=228 dots... ncat side=443 Face IS exposed
tope22? date,.. next sides... Face iy not exposed
topsddad botr... next sides.., face 1s not exposed

Structure has 3 lines:
Top 1s not coanected.
tope... bots, .. next gidec44§ Face 13 not exposed
top® 44 Dotv448 next sides. face IS exposed
tops 45 bote... nest side . Face is not exposed
topr44? bots... next sides.., Face is Aot exposed

Structure has 3 lines:
Top is not connected.
tope... dots... next gides448 Facs i3 not exposed
t0ps 5 bote... neat sides... Face IS exposed

creen ‘e P

Structure has 3 lines:
Top i3 not comnected.
t0p=303 bete... next sfce= .. Face IS exposed
t0p*304 dote... next $1de*449 Face IS eaposed

Rear Right View




Figure 4-11a: Complex Building 3

Figure 4-11b: Complex Building




STRUCTURES ARE:

Structure has 4 lines:
Top i3 not coanmected.
tope168 dote... aext sides..,
tope164 date... neat side
tops163 bote... neat sides. ..

Structure has 13 lines:

Top 1S connected.

top=266 bote287 aext side=28S
top=264 dots.., nest sides...
topel1l bote.., next side~112
tope 89 do12262 next sides 88
top= 87 bats 81 next s1de=263
top=268 dote... next stdes. ..

Structure has S lines:
Top 13 aot connected.
top=133 bot=269 next side188
tope188 dotr... Aext sides. ..
top=151 date... next sidee...

Structure has 7 lines:
Tep 13 not coanected.
tops... dots... next sider 65
top* 64 dote 87 next sides270
toge 83 dote... aext sidee-...
tope® 47 dote... aext side= 48

Structure has 7 Vines:
Top 13 net coanectad.
tope 87 dots... next sides123
top*124 dot=272 naxt 3ide2N
top*273 dots274 neat side-...

Structure has 8 lines:
Top IS connected.
tope278 dote... next sides...
tope 54 botr,.. nexat sider276¢
tops 55 Dot=277 next sidec2’9

Structure has 9 lines:
Top IS connected.
tops 75 dot=281 next 3ide~280
tepe 78 bot+284 aext side=283
top=288 dote... nexg sider. ..
tope288 dote... aext 21de=282

Face
Face
Face

Face
Face
Face
Face
Face
Facs

Face
Face
Face

Face
Face
Face
Face

Face
Face
Face

Face
Face
Face

Face
Face
face
Face

1s
1s
13

IS
i3
13
IS
is
s

15
is
is

is
15
15
is

is
13
1$

1
i3
1s

1
s
is
is

exposed
exposed
net exposed

exposed
a0t exposed
not exposed
exposed
exposed
es1posed

eaposed
not exposed
not exposed

not ezposed
exposed
exposed
not exposed

not exposed
exposed
exposed

not exposed
not exposed
exposed

exposed
exposed
not exposed
AQt exposed

Figure 4-11c: Complex Building
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Figure 4-12a: Magnified Version of Complex Building
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Fiqure 4-12b: Magnified Version of Complex Building




ewmcmenes= aess

strueture has $ ltines:
. Top 1S connected.
tepeé1l dote. .. neant sides...
t0p*618 dete...
tepe420 bete... next sider
tep=421 dete... neas stdes...
tope8id dote... aexs stdee...

7 14nes:
is set ceanected.
. bete 77 aext sidee 78

lll"ill.,lll

structure has 7 lines:
Tap 18 connacred.
tepe178 bote... neat sidee...
tope172 dots... next sides94§
tope173 dots,.. next §1de~948
tope174 bote... aext sidec94?

structure has 8 liaes:
Top ts net ceanected.
t0p*933 dote... neat sides. .,
tepe288 dote210 next side-288
tope284 dote... neat sides. .,

Structure nas 4 lines:
Top s mot comnected.
tape178 bate... next sidee...
tope177 bote,.. mext side*181
10p=934 Dete... aext siden,..

Structure nas & limes:
Top is mot commectes.
tope... bots,,, next side~207
t0p=935 det=213 ezt stde=212
tope... dote290 next stde~610

Structure has 8 lises:
Top is aot comnected.
tope... bdate, .. next side)4s
tops,.. dots362 next sidesb1d
tops... dote38]d next sided34

Structure has 4 lines:
Top i3 not coanected.
tops41s dote... next sfides..,
tope428 dote... nezt sicdes44d
top*427 dete, .. next sides. ..

Structure has 8 Vimes:
Top 1s not connected.
tops... bote... neat s$ides272
t0p*926 20t*800 next stdes303
tope... betv504 aext sides. ..

Structure nas  § lines:
Top 43 not connected.
t0pe340 dots. .. next side*339
109224 dote... aext $1de~320
t09=223 d0t~208 neat sides...

Sgtructure has & Vines:
Top 1s not cenascted.
10pe649 bote. .. nexat $140°937
tepe880 dote... aest sidec760
tope88]1 dete.., neat 8ide~938

Structure has 7 lines:
Top i3 sot conmected.
t0p=389 dete274 nest side*176
topel?? bete,.. nest sidec...
tope282 dote. .. nest sides...
tepe28l bete... mezt 0ide*313

Strusture nas 7 lines:

Top 15 st connected.

tope939 dete ... neat stdes...
tepe40l Dote... neat sidecets
top=82C bete... sesxt side=308
tepe... Dotedts nest sidecdls

Face 18 aet expesed
Face {s net exposed
Face i3 net sxpesed
Face IS expesed
Face 1S expesed

Face IS ezposed
Fase 1S exposed
Face 13 eapesed

Face is net eapesed
Face is met exposed
Face 1S expesed
Face IS expesed

Face is ast expesed
Face IS exposed
Face 1S expesed

Face 1S ezposed
Face 1S exposed
Face 13 net expesed

Face i3 not exposed
Face IS exposed
Face 1S exposed

Face 13 not exposed
Fsca 1S ezpesed
Face 1S expesed

Face IS enpesed
Faco 1S expesed
Feco is aet exposed

Face s net expesed
Face IS expesed
Face IS expesed

Faca 18 not eapesed
Face IS exposed
Face 1S eaposed

Faco IS exposed
Face IS exposed
Face 13 not sapesed

Face IS expesed
Face IS enpesed
Faco 13 aet enpesed
Face 18 net exposed

Face 1s net expened
Face IS exposed
Face 18 enposed
Face IS expesed

Figure 4-12c: Magnified
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Structure has 8 lines:

Top s not comaected.

tapeddd bate. ..
. top=309 bot*
tope 88 bere. ..

Structurs Nas S limes:

agut si6e=303
next g1ces49e
aext sides. ..

Top ts not comnected.

tage. .. hate,..
tope584 bote. ..
t0pe261 bote...
tops23? bete, ..

Structure has & limes:

anxt gsides831
aext sise*880
nest sidec...
nest sides. ..

Tap is aot canmested.

top=940 dote. ..
topeb8? dets...
tops668 dotw
topeé’d dote
teps 1482 dote...

Structure has 3 lines:

nest sides. ..
next sides871
aext sides. ..
eat gides...
aext sides. ..

Top fs sot ceamected.

tope... bOLe, ..
tope298 bote. ..
tope296 dotr. ..

Strycture has 9 Vines:

next sidec29?
naext sidec. ..
aext sidec. ..

Top is not cesaected.

topa942 dote.. .
top=458 bet 084
top 488 bete. ..
tops480 bdote...

aext sidec...
aext sides768
next sides. ..
next sides170

face
Face
Face

Face
Face
Face
Face

Face
Face
Face
Face
Face

Face
faca
Face

Face
Face
Face
Face

1S expeted
IS expesed
13 aet erpesed

is set eaposed
1S expeset

is not exposed
is not exposed

{S expesed
1S exposed
13 not exposed
is not expesed
18 net expe

is aot espesed
IS esposed
18 aet expased

IS eaposed
IS expesed
13 net exposed

topa48l bote... next side=lsd

Structure has 7 lines:
Top IS comnected.
t19ps463 dote338 next sidecdd$
top=948 bdote... next sides94s
t0pa482 bote... mext sides44d

Structure has 3 lines:
Tap is not ccanected,

top*870 bote... aext 5i1de=94¢
top*871 bote... next sides...

Structure has 3 limes:
Top is not comaected.
tope877 dote... next side*960
tope878 dote... aext sides. .,

Structure nas 4 liaes:
Top 1s not connected.
t0p*100 Bote. .. neuxt side=982
top*101 bate... next sides98)

Structure nas 3 lines:
Top 13 not connected.
100304 bote. ., neat side~...
t0p=298 bdete... next side98)

Structure has 8 lines:
Top (s not connected.
tope987 gete. .. aext sidee. ..

face 1S expesed

Face IS axpesed
facs is aot exposed
Face 1S exposed

Face IS exposed

Face 1S axpased

Face IS ezposes
Faco i3 not expesed

Feco IS sxposed
Face IS ezposed

Face i3 not exposed
Face IS exposes

Face 13 aot exposed

i3 set expessd

t0pa988 dote. ..
top2220 vote. ..
10p*221 tote. .,
109958 bdote. .,

next gides984
nest sides94s
next sidee. ..
neat si10e-98¢

Face
Face
Face
Face

IS exposes
IS expesed
ts not expossd
is aot expesad

Structure has ] limes:

Top s not coanected.
bate. .. nent sidev080
[ 1] LN sigee. .,
tepe787 dote... next sidee. ..

Structure has 3 lines:
Top is aet conmected.
top*868 bote... ngat sigec. ..
109874 bote... next sige*982

Version of Complex Building

Face 13 net expesed
Face 1S expesed
Face 18 Aot ezpesed

Face 1s net expesed
face 13 szpesse
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4.4 Access Effici'ency of Line Features by Image Sectoring

4.4.1 introduction

A gray scalc image is processed through various steps to obtain a list of line segments which represent the
edges in the image. To perform further processing on the image it is desireable to access these lines in an
efficient and yet relatively simple manner. The principie accessing operation is windowing, finding all lines
which pass through a specified area, the window. There are two general ways to do this.  The first approach is
to search all the lines in the image and test if each passes in the specified window. Storing the lines in order
by the x,y coordinates of their endpoints would limit the search. However, when the image contains a
significant number of lines this approach becomes slow. The second approach is to divide the image into a
number of smaller areas called sectors. The image bounds of each scctor and the lines passir in it are stored.
A window operation requires two separate tasks. First, finding which sector(s) contain the window, and then
testing only the lines within the required sectors if they are in the window. The time to find which sectors to
search is a function of the number of sectors. The time searching within the scctors is a function of both the
number of sectors and the size of the window. The sum of these two times plus a small amount of overhead is
the total access time. There should be an optimum number of sectors to divide the image into so that the
access time is minimized.

4.4.2 implementation

A 'C’ language program was written to obtain the nccessary timing data. The program does a square
window operation at the endpoints of each line in the image. This is similar to what a program to form
junctions of lines would do. A subroutine performs the window operation and returns a list of lines within the

window. For asingle run on the lines in an image the program provides the following data:

1. Total CPU time for all the calls to the windowing subroutine.

2. Average time for each call to the subroutine determining which sectors contain the current
window.

3. Total number of sectors searched for all the calls to the subroutine.
4. Average time spent searching within a sector.
5. Total time scarching within scctors. The product of 3 and 4 above.

6. Overhead. The difference of 2 and S from 1.
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4.4.3 Results

The program was run on a 150 by 150 pixel image. The image is divided into N rows and N columns of
sectors. The number of sectors, N, was varied from 1 to 30. Square windows of width 3, 5, 10, 15, 25 and 30
piiels were used. Each trial (for a particular number of sectors and window width) was iterated three times
and the results averaged. The program was run late at night (2 AM +) to avoid fluctuations in the computer’s
load. The results are plotted in the graph in Fig. 4-13. The line image uscd in the test is shown in Fig. 4-14.

It is evident from the graph that the optimum number of sectors to use is from N=6 to N=8. The number
does not depend on the size of the window.

4.4.4 Summary

The line features within an image need to be easily and quickly accessed to perform higher level processing
of the image. The line features of an image can be stored in a single list, but this requires that the entire list be
scanned during a search. Improved access time can be achieved by dividing the image area into a number of
smaller areas called sectors. Each sector contains a list of only the line features in its area. The same search
now requires that only the lists of particular sectors be scanned. The access efficiency is directly related to the

number of sectors used. A test program was written to determine the variation of access time with respect to
the number of sectors an image is divided into. The fastest access was obtained when the image was divided
into sectored areas forming from 6 to 8 rows and columns.

4.5 Representation and Incremental Construction of a Three-Dimensional
Scene Model '

4.5.1 Introduction

The representation, construction, and updating of a 3D scene model is described. The scene model is a

surface-based description of an urban scene, and is incrementally acquired from a scquence'of images
obtained from multiple viewpoints. We assume here that from each view of the scene, a 3D wire-frame
description that represents portions of edges and vertices of buildings can be extracted.

The central sccne model is a surface-based description which is constructed and modified from these

features. It is represented as a graph in terms of primitives such as faces, edges, vertices, and their topology

and geometry. It also has mechanisms to add and delete hypotheses for parts of the scene for which there are
partial data. Before modifications to the scene model can occur, the 3D féatures from the new view must be
matched to the current model. The sccne modcl may, at any point along its development, be used for tasks
such as image interpretation, planning, or display generation. A new view may then be acquired which may
further modify the model.
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4.5.2 Representing and Manipulating the 3D Scene Model

The representation we have developed for the 3D scene model draws on ideas from geometric modelling
used in computer-aided design systems [Bacr, Eastman, and Henrion 79, Requicha 80). In these systems,
hdwever, the 3D models are usually derived through interaction with a user. Our case is different in that (1)
the 3D models are to be derived automatically from 2D images, and (2) many portions of the scene will be

unknown or recovered with errors because of occlusions or unreliable analysis.

The following factors have determined how the scene model is represented and manipulated.

1. Partially complete, planar-faced objects must be efficienty described by the model. It is therefore
represented as a graph in terms of symbolic primitives such as faces, edges, vertices, and their
topology and geometry. Information is added and deleted by means of these primitives.

2. The model must be easy to use in matching.

3. Because scene approximations are often more useful if they contain reasonable hypotheses for
parts of the scene for which there are partial data, we introduce mechanisms that permit
hypotheses to be generated, added, and deleted. o ‘"

4. Because incremental modifications to the model must be easy to perform, we introduce
mechanisms to (a) add primitives to the model in a manner such that constraints on geometry

imposed by these additions are propagated throughout the model, and (b) modify and delete - ..,

primitives if discrepancies arise between newly derived and current information.

SNty

4.5.2.1 Representation of Model

The 3D structure in the scene is represented in the form of a graph, called the structure graph. The nodes
and links represent primitive topological and geometric constraints. The structure graph is incrementally
constructed through the addition and deletion of these constraints. As constraints are accumulated, their

effects are propagated to other parts of the graph so as to obtain globally consistent interpretations.

The current structure-graph representation modcls surfaces in the scene as polyhedra. The components of a
polyhedral surface are the face, cdge, and vertex. We distinguish the topology of the polyhedral components
from their geometry {Baer, Eastman, and Henrion 79, Eastman and Preiss 82]. The geometry involves the
physical dimensions and location in 3-space of cach component, while the topology involves connections

between the components.

4.5.2.2 Primitive Constraints

In the structure graph, nodes represent either primitive topological or primitive gcometric clements. We
define five types of primitive topological elements: faces, edges, vertices, objects, and edge-groups. The first
three are components of the polyhedral surface. The last two are introduced in order to conveniently
represent connected groups of elements. The object is intended to represent a connected sct of faces that

.
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enclose a volume in 3-space. The edge-group is intended to rcpresent a connected ring of cdges that enclose
an area in 2-spacc on a face. Becausc of the partial naturc of the structure graph, however, an object may
represent any set of faces, cdge-groups, cdges, and vertices that are potentially part of a single, closed,

connected unit. Similarfy, an edge-group may represent any set of edges and vertices that are potentially part

of a single edge ring on a face.

Face, edge, and vertex nodes are tagged as either confirmed or unconfirmed. Confirmed means that the
element represented by the node has been derived dircctly from images. Unconfirmed means that the

element has only been hypothesized.

‘We define three types of primitive geometric elements: planes, lines, and points. These serve to constrain
the 3-space locations of faces, edges, and vertices. Plane and line nodes contain plane and line equations,

respectively. Point nodes contain coordinate values.

Although an edge is ideally delimited by two vertices, edges derived from images are often incomplete and
may be delimited by one vertex and an end point which is not necessarily a vertex. Such a point is tagged as
an end point. A point may also be tagged as confirmed or unconfirmed, depending on whether or not it has
been derived from images. This is useful when a confirmed edge is hypothesized to extend further in length.
The confirmed portion of the edge lies between confirmed points, while the unconfirmed portion may be

delimited on one side by an unconfirmed point.

The structure graph contains two types of links: the part-of link, representing the part/whole relation
between two topological nodes, and the geometric constraint link, representing the constraint relation between
a geometric and topological node. For example, a vertex may be part of an edge, edge-group, face, or object.
A point constrains the position of a vertex, edge, or face if it lies on the vertex, edge, or face, respectively.

Although several points may be constrained to lie on, say, a face, the points necd- not necessarily be
coplanar. The equations of planes for faces and lines for edges are currently obtained by a least squares fit to
all the points constraining the face or edge. In general, therefore, edges and vertices that are part of a face
need not lie on the plane of the face, and vertices of an cdge need not lie on the line of the edge.

Fig. 4-15 shows a simple example of a structure graph consisting of two objects, 0b/ and 0b2. Arrows with

single lincs represent part-of links, and arrows with double lincs represent geometric constraint links. The
object ob/ contains ten faces, f7 ... f10. The faces f7 and 2 cach contains one edge-group, g/ and g2,
respectively. Notice that /70 contains two edge-groups. These might represent a bounding outer ring of edges
and an inner ring of edges that bounds a hole in the face. The edge-groups contain cdges, each of which may
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be part of more than one cdge;group. The edges, in turn, contain vertices. The point pt constrains v/, el, and
/1. The planc pl constrains f70. The other object in the structure graph, ob2, is highly incomplete. [t contains

only three edges and two vertices.

4.5.3 Maditications to the 3D Scene Model

Modifications to the structure graph are made by adding or delcting nodes and links, or changing the
equations of line and plane nodes, or the coordinates of point nodes. All effects of modifications are

propagated to other parts of the graph.

4.5.3.1 Propagation Due to Geometric Moditications

Consider adding or dclcting a geometric constraint link between a'gcomctric and topological node. Any of
the three geometric nodes (points, lines, and planes) may constrain any of the three topological nodes
(vertices, edges, and faces). Object and edge-group nodes may not be geometrically constrained directly. Fig.
4-16 shows how a constraint on one node may propagate to others. The arrows in the figure indicate the
direction of propagation. The tail of an arrow indicates the source constraint; the head indicates the
constraint implied by the source constraint.

We see in Fig. 4-16 that point constraints propagate upward. That is, if a point constrains a vertex, it must
also constrain all edges and faces which contain that vertex. Similarly, a point that constrains an edge must
also constrain all faces containing that edge. Note that when a point constrains an edge, we assume that no
constraint is implied for arbitrary vertices that are part of that edge, since the point nced not lie on any of
these vertices. In one sense, the point may be considercd to constrain such vertices since they must lie on a }
line going through the point. This constraint, however, is not useful until another constraint on the line is
derived, such as another point that lies on the edge. In this case, our systern generates the equation of the line ]
that constrains the edge and propagates the line constraint down to the vertex, as explained in the next .
paragraph. A more direct and uscful constraint is thus imposed on the vertex. Similarly, when a point
constrains a face, no uscful constraint is implied for arbitrary edges or vertices that are part of the face. -

As indicated in Fig. 4-16, line constraints propagate outward. A line that constrains an edge must also
constrain all faces containing the edge and all vertices that are part of the edge. Finally, plane constraints
propagate downward. A plane that constrains a face must also constrain all edges and vertices that are part of
the face. Similarly, a plane that constrains an edge must also constrain all vertices that are part of the edge.

Whenever a geometric constraint link is added, propagation occurs as indicated in Fig. 4-16.

When a geometric constraint link is deleted, the rest of the structure graph must be made consistent with
this change. Our approach to this problem is based on the TMS system {Doyle 79}, using the notion that
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Figure 4-16: Rectangular boies indicate geometric constraints on topological
nodes. Arrows indicate direction of propagation of constraints.

when an assertion is deleted, all assertions implying it and all assertions implied by it that have no other
support should also be deleted. To see this, consider Fig. 4-17. Let {x, x, ..., x_} be a set of assertions,
each of which independently implies the assertion y. The assertion(y A v, A v, A .. .), in turn, implies each
asscrtion in the set {z,, Zy . zn}. Furthermore, for each j, z, is independently implied by each assertion in

the set {‘”y}' Now suppose the assertion y is deleted, ie., it is declared false. Then

1. Since each assertion z; depends on the truth of y, z;is deleted unless it has other support Wi

2. All assertions x; are made false. None of them can be true, for if one were, y must be true. Since
X, may consist of a conjunction of assertions, at least one of them is deleted to make x; false.

We obtain assertions that imply a given assertion by following backwards along the arrows in Fig. 4-16, and

we obtain asscrtions implicd by a given assertion by following forward along the arrows,

Consider the simple example in Fig. 4-18a, which depicts threc topological nodes (vertex v, cdgﬁ e, face f)
constrained by onc geometric node (point p). Suppose now that link 4 is deleted (Fig. 4-18b), that is, the
assertion “p constrains " is deleted. All assertions which have implied this must now be deleted, for if one
were to hold, link 4 would also hold. To find these assertions, we locate the box in Fig. 4-16 that represents a
point constraining an edge and follow backwards along the arrow. The result is the box that represents the
point constraining any vertex of the edge. In Fig. 4-18b, this corresponds to the assertion "p constrains v, and
vis part of ¢”. This assertion must therefore be made false. 'i‘o do so, we may delete either link 1, link 3, or
both from Fig. 4-18b. Our intuition tells us that part-of links (link 1) should dominate constraint links (link 3),
and thus link 3 is deleted. This seems to work well for our examples.
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Figure 4-18: (a) Initial structure graph. (b) Link 4 is delcted. (¢) Resulting
structure graph after cffects of deletion have been propagated.

We now must determine the asscrtions implied by the one initially deleted. All these assertions must also be
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deleted unless they have other support. To do so, we follow forward along the arrow from the box in Fig.
4-16 that represents a point constraining an cdge, and the result is the box that represents the point
constraining all faces containing the cdge. In Fig. 4-18b, this corresponds to the assertion “p constrains /7,
which is link 5. This link should therefore be deleted since it has no other support. One possible source of
other support is external fo the structure graph. Link S may have been derived, for example, dircctly from
image data, rather than through structure graph propagation. We rule out the possibility that links 4 and § are
unreclated, and thus delete link 5. The resulting structure graph is depicted in Fig. 4-18c.-

4.5.3.2 Propagation Due to Topological Modifications

When a topological part-of link between two topological nodes is added or deleted, the effects are
propagated to other parts of the structure graph. In the following, we will consider both geometric and

topological effects.

4.5.3.3 Geometric Effects

When a topological part-of link is added between two topological nodes, the geometric constraints on each
node must be propagated to the other node in accordance with the chart in Fig. 4-16. There are three main
cases to consider: (1) adding a part-of link between a vertex and ecdge node, (2) between an edge and face
node, and (3) between a vertex and face node. These three cases are explicitly covered in Fig. 4-16. The
remaining cases fall into two classes: (a) adding a part-of link between some topological node and an object
node, and (b) between some topological node and an edge-group node. Since object nodes cannot be
geometrically constrained directly, actions in class (a) have no geometric effects. Since gcometric constraints
can be propagated through edge-group nodes, actions in class (b) do have geometric effects. These effects,
however, can be reduced to the three cases above, as explained in the next paragraph.

Consider the example of adding a part-of link betwcén an edge node E and a face node F. From Fig. 4-16,
we sce that all point and line constraints on E must be propagated to F, while all planc constraints on F must
be propagated to E. Plane constraints propagated to E are, in turn, propagated to vertices of E. As another
example, consider adding a part-of link between an edge-group node G and a face node F. This situation
results in the same gecometric propagation as the following two cases: (1) add a part-of link from each edge of
G to F, and (2) from each vertex of G to F. Similar rules can be established for the other two situations
involving edge-gxroup nodes (i.e., adding a link between a vertex and edge-group node, and between an edge

and edge-grodp node).

When a part-of link between two topological nodes is deleted, an attempt is made to nullify any geometric
propagation that occurred through the link. This is donc by deleting, from the two nodcs connected by the
link, all geometric constraints that have propagated through the link. The effects of deleting these geometric
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constraint links are, in turn, propagated to the rest of the graph in the manner described in the previous

section.

As an example, consider deleting a part-of link between an edge node E and a face node F. As seen in Fig.
4-16, all point and line constraints on F that also constrain E were cither (1) propagated up from E, (2)
propagated up from another edge or vertex of F, or (3) derived from an external source. We rule out the
possibility that the same constraints on E and F are unrelated, thus ruling out the external source. Therefore,
points and lines that constrain both F and E, but do not also constrain another cdge or vertex of F, are deleted
from F since we just cut off the only path through which they could have propagated to F. The effects of
deleting the point and line constraints from F are, in turn, propagated to the rest of the graph. Similarly, all
plane constraints on E that also constrain F are delcted from E unless they also constrain another face that
contains E (which would be unusual). The effects of deleting plane constraints from E are then propagated.

An example of a link with more than one source of support is shown in Fig. 4-19a. Suppose the part-of link
between e/ and £, link 4, is deleted (Fig. 4-19b). According to the chart in Fig. 4-16, link 3 is a candidate for
deletion since the point node p cohstrains both e/ and £ However, since p also constrains the edge ¢2, which
is part of £ link 8 is still valid. '

Figure 4-19: Example of a link with more than one source of support. (a) Initial
structure graph. (b) Link 4 is dcletcd, but link 8 remains because of support
‘ from links 3 and 7.
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4.5.3.4 Topologicél Eftects

A topological modification somctimes implics topological changes clsewhere in the structure graph. This is
best illustrated through an cxample. Fig. 4-20a shows the graph representing the situation in Fig. 4-20b. The
edge e has two vertices, v/ and v2, and v/ is known to be part of the face £ Now suppose a part-of link is
added between v2 and f(link 4 in Fig. 4-20c). Sincc both vertices of e are now part of £, e must also be part of
J asshown in Fig. 4-20d. Thercfore link § in Fig. 4-20c is added.

Another kind of topological effect results from the desire to eliminate redundant part-of links. Part-of links
serve as paths in the structure graph along which effects of geometric changes are propagated. In order to
simplify this process, the number of paths between each pair of topological nodes is minimized using the
following rule: Two topological nodes may not be directly connccted (i.c., by means of a part-of link) if they
are also connected through one or more intermediate topological nodes. For example, suppose a part-of link
is added between the edge node e and the face node fin Fig. 4-21a. To avoid redundancy, all links connecting
vertex nodes of e and the node f(link 1in Fig. 4-21a) and vertex nodes of e and object nodes containing f(link
2) are deleted. In addition, if there were any links between e and object nodes containing f, they would also
be deleted. The final configuration is shown in Fig. 4-21b. In the example of Fig. 4-20, the graph in (¢c) has
redundant links. Links 1 and 4 are therefore deleted, resulting in the graph of Fig. 4-20e.

Although adding a part-of link can result in topological changes elsewhere in the graph, deleting a part-of
link does not change the topology anywhere else. No attempt is made to recover previous states of topological
connections. Fig. 4-22b shows the result of deleting link 1 from the graph in Fig. 4-22a, This technique seems

to work well in our experiments.

4.6 Const ructing and Updating the 3D Scene Model

Each view of the scene undergoes analysis which results in a 3D wire-frame description representing 3D
vertices and edges corresponding to portions of boundaries of objects in the scene. The goal of the updating
process is to merge the wire-frame description with the current model. In general, this process will result in a
partial 3D model which may consist of §urfaces at some places but only portions of boundaries at other places.
This partial 3D model must then be converted into a full surface-bascd description by hypothesizing new
vertices, edges, and faces. Our current techniques for making such hypotheses exploit task-specific knowledge
that falls into two categories: (1) knowlédge of planar-faced objects, and (2) knowledge of urban scenes. These
categories will be explored in detail in the next two sections.

Both the wire frames and sccne models are represented by structure graphs. The wire-frame description
extracted from the first view forms the initial statc of the scene modcl, and all of its edges. vertices, and points
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Figure 4-20: Topological propagation. (a) and (b) Initial situation. (c) and (d)

Link 4 is added, resulting in addition of link 5. (e¢) Redundant links are : '
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Figure 4-21; (a) Initial configuration. (b) When a link is added from eto
/ links 1 and 2 are deleted to eliminate redundancy.
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are tagged as confirmed. This wire-frame modcl is then converted into a full surface-based model using
task-specific knowledge. All elements of the model that were not present in the initial state are hypothesized

and tagged as unconfirmed.

When a wire-frame description is extracted from a new view, all of its edges, vertices. and points are tagged
as confirmed. This description is then matched to the current model (in order to find corresponding elements
in the two and the coordinate transformation from one to the other) and merged with the current model. In
the merging process, confirmed elements in the wire-frames and model that match are "averaged™ together,
resulting in new confirmed clements. Parts of the wire-frames that have no match in the model are then added
to the model. Hypothesized elements in the model that are no longer consistent with confirmed parts are
deleted. At this point, task-specific knowledge is again used to fill out the model and to form a full surface-

based description.

4.6.1 Knowledge of Planar-Faced Objects

Since the structure graph has been designed for scenes that can be modelled as collections of planar-faced
objects, knowledge of such objects is inherent in the representation and propagation rules, as described
previously. In this section, we discuss how knowledge of such objects is used to construct a scene mode! from

wire frames.

When new wire-frame information (derived cither from the first or a subsequent view) is added to the
model, many objecct descriptions will be incomplete. A goal of the model construction process, of course, is to
complete these object descriptions using task-specific knowledge. The notion of an object description being
complete is best cxpressed in the context of the structure graph. An object node in the structurc graph is
considered complete if it meets certain requirements, which may be expressed in terms of complete nodes
contained by the object node. Each type of node in the graph, thercfore, must meet certain requirements to be
considered complete. Even though these requirements are only implicitly followed during the model

construction process, it is useful to state them explicitly.

1. An object node is complete if it is closed, i.c., each edge node of the object is part of two face
nodes, both of which are complete.

2. A face pode is complete if it is constrained by a plane node and contains onc or more complete
edge-group nodes. One of these cdge-group nodes must represent a bounding ring of edges on the
face. The other, optional edge-group nodes represent inner edge rings, which would be holes in
the face. In addition, each edge node of the face must be part of an edge-group of the face,

3. An edge group pode is complete if it contains a single, connected, closed ring of complete edges
on a face.
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4. An ¢dge node is complete if it is constrained by a line node and contains two complcte vertex
nodes.

5. A veriex node is complete if it is constraincd by a point node.

In the following, we discuss heuristics applicable to planar-faced objects which are used in constructing the
model.

4.6.1.1 Combining Edges

If there are two confirmed edges in the model that are nearly parallel, very close to each other, and overlap
significantly, they are merged into a single edge, which is also labeled as confirned. The test to determine
parallelism and closencss involves checking whether all the points on one edge are within a threshold distance
from the line constraining the other edge, and vice versa. The test for overlap involves projecting one edge
onto the line of the other and measuring the amount of overlap.

In determining how to merge two such edges, we have thus far considered only one situation, depiéted in
P Fig. 4-24a. Edges e/ and e3 satisfy the merging condition, and each has a single confirmed vertex (v/ on e/
and v2 on e2). Furthermore, the confirmed vertices are on opposite ends of each other. This situation is

handled by merging the two edges into a single edge whose two end points are the two confirmed vertices, as

shown in Fig. 4-24b. This situation occurs only once in Fig. 4-23, for the two edges labeled El and E2. '~

4.6.1.2 Generating Web Faces

B )

Each vertex in the model is assumed to correspond to a corner of an object. Therefore each adjacent pair of

wn g~y

legs ordered around the vertex corresponds to the corner of a planar face. Thus far in our experiments, we
have dealt only with trihedral vertices. In this case, every pair of legs of cach vertex corresponds to the corner

of a scparwte face. A partial face, called a web face, is gencrated for each pair.

Fig. 4-25a shows thrce web faces gencrated from a trihedral vertex. A web face may lie on either side of a

vertex corner, In Fig. 4-25b, the web face is on the "inside”, while in (c) it is on the "outside™, of the vertex

corner. The latter situation rcsults when the vertex is part of a hole in the face. In general, the side on which
the web face lies is not known at creation time,

After all web faces have been created, those that represent corers of a single face are merged, as explained
next.
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F1
F2

Figure 4-23:. Perspective view of 3D vertices and edges.

4.68.1.3 Merging Partial Faces

A face is partial if it is not complete, i.e., all of its edge-groups do not form closed edge rings. One way to
complete a partial face is to merge it with nearby partial faces which represent different portions of the same
face. The procedure that merges two nearby partial faces distinguishes two situations: (1) two faces that are
touching, i.e., they share an edge (c.g., F1 and F2 in Fig. 4-23), or (2) two faces that arc not touching {(e.g., F3
and F4 in Fig 4-23).

Two partial faces that touch cach other are merged if they satisfy the following conditions:

1. They must share exactly one edge (by definition of touching). Fig 4-26a depicts two partial faces,
J1 and /2, that share the cdge e2.

2. The shared cdge must serve as a boundary of both faces, but'cannot partition them. This condition
is satisfied if none of the vertices shared by the two faces lie on two edges of each face. In Fig.
4-26b, the partial faces /7 and f2 share the edge e3. These faces should not be merged because they
share the vertex v which lics on two edges of each face (on e2 and e3 of /1, and on e/ and e3 of f2).
Notice how e3 serves to partition the faces, while in Fig. 4-26a, the edge e2 serves as a boundary of
the faces it joins.

3. The planes of the faces must be nearly parallel and very close to cach other. This condition is
tested by checking whether ail the points lying on one face are within a threshold distance from
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Figure 4-24: Combining edges. (a) Edges e/ and e3 are very close to each
other, and each has a confirmed vertex. These vertices are on opposite ends of
each other, (b) The new edge is shown as the result of merging e/ and
el
face
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Figure 4-25: (a) Threc web faces generated from a trihedral vertex. A web face may either
be on the inside (b) or the outside (c) of a vertex corner.
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Figure 4-26: Situations for merging touching partial faces. (a) /7 and 2
sharc one cdge. (b) e3 partitions /7 and /2 rather than serving as
a boundary for them. (c) /7 and /3 share an cdge that bounds them, but
they are not parallel.
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the plane of the other face. In Fig. 4-26¢, supposc e4 is perpendicular to both e/ and e3, and e is
parallel to e3. The partial faces /7 and /3 meet both conditions (1) and (2) above, but they do not
meet the current condition.

The procedure for merging two touching faces F1 and F2 involves (1) finding the two edg;:-groups Gl of
F1 and G2 of F2 that contain the shared edge, (2) subtracting edges and vertices from Gl (i.c., dcleting
part-of links in the structure graph) and adding them to G2, (3) subtracting edge-groups, edges, vertices, lines,
and points from F1 and adding them to F2, and (4) recalculating the plane equation of F2 as a least squares fit
to all the points now constraining F2.

Two partial faces that do not touch each other are merged if they satisfy the following conditions:

1. Each face must have an edge-group containing two non-vertex end points. [n Fig. 4-27a, face 7
has a single edge-group (consisting of edges e/ and e2) that has the two non-vertex end points p/
and p2. Similarly, face f2 has a single edge-group with the non-vertex end points p3 and p4.

2. Each of the two end points of the edge-group of one face must be uniquely matched with those of
the other face. That is, each end point must be a distance of less than a threshold from exactly one
of the two end points of the other face. In Fig. 4-27a, p/ and p3 are uniquely matched because
their distance is less than the threshold and the distance from p/ to p4 is greater than the
threshold. Similarly, p2 and p4 are uniquely matched. '

3. The planes of the two faces must-be nearly parallel and within é small threshold distance of one
another.

The procedure for merging two non-touching faces is similar to the one for merging touching faces, in that
elements are subtracted from one face and added to the other face, and the plane equation of the resulting
face is recalculated. An additional step, however, involves finding the point of intersection of each pair of
cdges on which the matching pairs of cnd points lie. The points are then converted into new hypothesized
vertices on the edges. The result of merging /7 and /2 in Fig. 4-27a is showa in (b), where two new vertices, v/
and v2, have been hypothesized. Notice that the edge e/ has been shortened in the process, while the other
cdges have been extended.

Up till now, we have only discussed the merging of partial faces. However, if the confirmed parts of two
faces, each of which may be partial or complete, satisfy the three conditions outlined above for merging
non-touching faces, then the faces may be merged. For example, suppose the face /7 in Fig. 4-27¢ contains
the confirmed edges e/ and e2 and the hypothesized edges e3 and e4. Now suppose that the web face /2 in (d)
is new information that becomes available, say, from a new view. The confirmed parts of /T may then be
merged with /2 if they satisfy the conditions for merging. In the process, hypothesized parts of /T must be
deleted. The mechanisms for doing this will be discusscd later.

b Tl VT A3 T A S

S S

e e e




Figure 4-27: Merging of non-touching faces. (a) /7 and /2 satisfy the
conditions for merging. (b) Result of merging /7 and /2. (c) and (d)
The complete face /7 is merged with the partial face f2. (¢) The
complete face 7, which contains a hole, is merged with the partial face

2. .
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Another intercsting Aexample is depicted in Fig. 4-27e, whosc situation is similar to that in (d) except that the
web face /2 is merged with confirmed parts of the face /7, which has a hole in it. Notice that the condition
that the confirmed parts of cach face must have two end points which arc uniquely matched w those of the
other face is satisfied by p/ and p3. and by p2 and p4. As a result of merging, f2 aids in completing the

boundary of the hole in fI.

After all mergers have been performed, many faces may still be incomplete. As will be explained later,
knowledge of urban sccnes is used to hypothesize the shapes of such faces, and they are complcted by

generating the appropriate edges and vertices.

4.6.1.4 Finding and Constructing Holes in Faces
The procedure for finding and constructing holes in faces occurs after all faces have been completed. The
face F1 is assumed to represent a hole in the face F2 if the following conditions are satisfied:

1. The planes of the two faces are nearly parailel and within a small threshold distance of one
another.

2. The bounding ring of vertices of F1, when projected onto the plane of F2, falls inside the
boundary of F2.

If these conditions are satisfied, the edge-group that contains the bounding edges of F1 is subtracted from
F1 and added to F2. It now serves as an inner edge-group (an inner ring of edges) of F2. F1 is then deleted
from the structure graph.

A.6.2 Knowledge of Urban Scenes

Because the wire-frame data extracted from images represent a partial and sparse description of the scene,
knowledge of planar-faced objects by itself is gencrally not adequate for completing many of the objects in
the model. As will be described next, knowledge of urban scencs that contain block-shaped objects has been
uscful for this task. -

4.6.2.1 Completing Shapes of Faces

Faces in the model méy be incomplete because they contain one or morc incomplete cdge-groups, ie.,
edge-groups without closed rings of edges. In these cases, the shape of each incomplete edge-group is
hypothesized, and it is completed by generating the appropriate cdges and vertices. The t‘dllowing rules are
used here:

1. If the partial edge-group represents a single corner, i.c., it contains only two connected edges (the
solid lines of face fin Fig. 4-28a), the shape is completed as a parallclogram. Two new cdges are
hypothesized to complete the shape and are added to the cdge-group (dashed lines in the figure).
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2. If the partial cdge-group consists of tl}rcc or more edges connected as a single chain (the solid
lines of face fin Fig. 4-28b), the shape is completed by connecting the two end points of the chain
with a new, hypothesized edge (dashed linc in the figure), and adding it to the edge-group.

(a)

Figure 4-28: Completing shapes of faces. (a) The face fis completed in the
shape of a parallelogram. (b) The face fis completed by closing the
shape.

4.6.2.2 Hypothesizing Vertical Faces for Incomplete Objects

Objects in the model may be incomplete because they do not consist of a completely closed, connected set
of faces. Since we are dealing with urban scenes, faces that lie high enough above the ground plane are
assumed to represent roofs of buildings. A hypothesized vertical wall is dropped toward the ground from
cach edge of such faces, unless the edgg is already part of another face.

The test to determine whether the face is high enough above the ground involves checking whether all the
points on the face exceed a threshold distance from the ground. This test rules out faces that intersect the
ground (such as buijlding walls) or faces that lie on the ground (such as ground patches).

A vertical wall is dropped either to the ground plang or to the first face it intersects on the way down. For
example, in Fig. 4-29a, face f2 is above f1, and the distance of cach from the ground plane exceeds the
threshold. The result after dropping vertical faces is shown in (b), which indicates that faces have been
dropped from /7 to the ground, and from /2 to f1.

The procedure for dropping vertical faces from a. face F is as follows. For cach vertex of F that has fewer
than three legs, an edge is dropped either to the ground plane or to the first face it intersects. This results in a
vertical edge-frame that supports F (the dotted lines in Fig. 4-29c). The edge-frame is then “filled in" by first
creating web faces for each new edge pair at each vertex of F, then merging those that touch cach other, and
finally completing the resulting partial faces in the ways described earlier.

When the techniques described above are applicd to the wire frames in Fig. 4-23, we obtain the scene
modcl shown in Fig. 4-30. The planar patches at the "front” of the scene are part of the ground. Because they
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Figure 4-29: Dropping vertical walls from faces. (a) The face /2 is above
/1. (b) Faces are dropped from /7 to the ground plane, and from f2
to f1. (c) A vertical edge-frame is dropped from the face F.
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were not high enough above the ground plane, they were not treated as building roofs. When these
techniques are applied to the wire frames in Fig. 4-31, we obtain the scene model shown in Fig. 4-32. Note
that all vertices, cdges, and faces which have been hypothesized by the procedures described above are ! i
marked as such, and will be replaced by more correct versions as more information becomes available from

new views. . t

4.7 Combining New Views with Current Model l
The process of incorporating a 3D wire-frame description extracted from a new view into the current scene

model can be divided into three main steps: [

1. The wire-frame data must first be matched to the current model. This process provides (a) the
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Figure 4-31: Perspective view of 3D vertices and edges.

scale transformation and coordinate transformation from the wire-frame data to the model, and
(b) corresponding elements (i.e., vertices and edges) in the two.

2. The new wire-frame data is then merged with the current model. This process includes (a)
merging pairs of corresponding elements, and (b) adding to the modecl wire-frame elements for
which no correspondences were found. The latter procedure is aided by knowledge of the scale
and coordinate transformations. During the merging process, hypothesized parts of the model
that are inconsistent with the new wire-frame data are deleted.

3. At this point, many objccts in the model may be incomplete because (a) new wire-frame data has
been added. and/or (b) some hypothesized clements have been deleted. These objects are
completed using the techniques described in the previous sections. .

To see how these steps are carried out, consider the example of incorporating the information from a second
view into the scene model of Fig. 4-30. This scene model was constructed from the sct of wire frames (Fig.
4-23) automatically extracted from a "front” view of the scene. The second set of wire frames, shown in Fig.
4-33, was manually generated to simulate information available from an opposing point of view (viewing the
scene from the "back™). The viewpoint for the perspective drawing of Fig. 4-33 is chosen to be similar to that
of Fig. 4-23 to allow easier comparison by the reader. Notice that the information in Fig. 4-23 emphasizes
edges and vertices facing the front of the scenc, while those facing the back of the scene are emphasized in
Fig. 4-33.

roram
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Figure 4-32: Perspective views of buildings reconstructed from wire-frame data in Fig. 4-31.
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Figure 4-33: Perspective view of manually gencrated vertices and edges.
The viewpoint for this drawing is chosen to be similar to Fig. 4-23.
Points P1, P2, and P3, for example, correspond to points P1, P2, and P3 in Fig. 4-23.

4.7.1 Mat~hing ) i

We assume in this example that the scale and coordinate transformations from the new wire-frame data to
the current model is known; the data and modecl may therefore be described in the same coordinate system.

We have not yet implemented a general matcher that provides these transformations between the two.

The next step is to determine corresponding edges and vertices in the data and model. First we label each

connected group of edges in the wire-frame data as a distinct wire-frame object. Next, wire-frame objects are ‘ l’ "’
matched with model objects. Two objects are said to match if they have confirmed parts that match. Matches .

are sought only for edges and vertices, since these constitute the only confirmed parts of a wire-frame object.
The requirements for two confirmed vertices, one from cach object, to match are: (1) they must be very close f
to each other, or (2) they must be part of matching edges whose other two vertices match. The requirements ,
for two confirmed edges, one from each object, to match are: (1) the two confirmed vertices of one edge must '
match the two of the other, or (2) one confirmed vertex on one edge matches one on the other, and the two 5
cdges are close together and overlap in their lengths. These rules are used in a relaxation algorithm to obtain
matching vertices and edges. _ ' |

As an example, consider Fig. 4-35. Suppose the object in (a) is part of the model. The edges represented by
the solid lines e/, e2, 3, e4 and e/2, are confirmed. The cdges rcpresented by the dashed lines are
hypothesized. Vertices v/, v2 and v3 are confirmed, while the others arc hypothesized. (Note that there are

-
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also edges and vertices in this object hidden from our viewpoint; these will not be considered herc.) Suppose
the wire-frame object in Fig. 4-35b has been derived from a new view, and it has been transformed to register
with the model object. The following algorithm is uscd to match the two.

1. Find pairs of confirmed vertices that match by determining which ones lie within a threshold
distance of one another. The vertices v2 and v/00 are found to match, but let us suppose the
distance between v3 and v/0/ excceds the threshold.

2. Find pairs of confirmed matching edges that contain previously found matching vertices. The
edges e2, e3 and /00, e/0/ contain matching vertices and arc therefore compared. In order to
match, two edges must be very close together and must overlap in their lengths. The distance
threshold for this test, however, is greater than the one for determining maiching vertices. This is
permitted because the possible matching edges are also constrained by the requirement that they
contain matching vertices. Therefore, even though v3 and v/0/ failed to match in step (1) above,
the edges e3 and e/0/ arc found to match, as are e2 and e/00.

3. For each new matching pair of edges found, if they contain a single pair of matching vertices,
matich their other vertices (if they exist and are confirmed). The vertices v3 and v/0/ match
because e3 and /0! match. No new matchjng vertices result from the matching edges 2 and
100, since e/00 has only one vertex.

4. Proceed by repeating step (2) above, i.e., find new pairs of confirmed matching edges that contain
previously found matching vertices. The edges ¢4 and e/2 are compared with e/02 and e/04.
Using the distance and overlap tests, e and /02, as well as e/2 and e/04, are found to match.

S. Next, step (3) is repeated. New matching vertices are sought that lie on newly found matching
pairs of edges. The matching edges found in step (4) contain no new matching vertices, since vf
and v6 are unconfirmed. The algorithm therefore halts at this point: it would have continued with
step (2) if new matching vertices had been found. The following pairs of matches are returned:
(v2, v100), (v3, vI01), (€2, e100), (e3, el01), (ed, el02), (el 2, el04).

4.7.2 Discrepancies

We must now merge the new wire-frame data into the model. An important issue here is how to handle
discrepancies between the two. We consider the following two types of discrepancies:

L. After the coordinate system of the wire-frame data has been transformed to that of the model and
scale adjustments have bcen made; corresponding pairs of confirmed vertices and edges may not
register perfectly in 3-space. In order to merge them into single elements, we perform a “weighted
averaging” of their positions.

2. Hypothesized elements in the model may be inconsistent with ncwly obtained elements. We
handle this by dcleting such hypothesized elements.

To determine whether or not hypotheses are still valid when confirmed elements in the mode! are modified
or deleted, we consider the elements which gave rise to the hypotheses. A hypothesis is dependent on all
elements whose existence directly resulted in the creation of the hypothesis. If one of these clements is

‘:d \
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modified or deleted, the hypothesis must also be modified or deleted since the conditions under which it was
created arc no longer valid. The dependency relationships for hypothesized elements are explicitly recorded

at the timc of their creation using dependency pointers [Doyle 81].

We currently record these relationships for the following situations:

1. When two non-touching partial faces are merged (Fig. 4-34a), cach face has two partial edges
which are intersected with their counterparts in the other face. The intersection points form two
new hypothesized vertices, each of which is dependent on the two edges whose intersection gave
rise to it. In Fig. 4-34a, the arrows indicate the dependencies. Vertex v/ is dependent on edges e/
and e3, and vertex v2 is dependent on edges e2 and e4. If one of the edges were o be modified
(e.g.. if its position were to be displaced), the vertex that depends on that edge would no longer be
a valid hypothesis, and would therefore be deleted. A new vertex might then be hypothesized.

2. When an incomplete edge-group is completed in the shape of a parallelogram (Fig. 4-34b), two
new edges and three new vertices are hypothesized. Each of the new edges ¢3 and e is dependent
on both of the old edges e/ and 2. The edge e3, for example, is dependent on e/ in the sense that
its end point is constrained by the end point of el. It is dependent on e2 ir: the sense that it is
constrained to be parallel to e2. The new vertex v3 is dependent on the two hypothesized edges e3
and e4, while the new vertices v/ and v2 are dependent on the confirmed edges on which they lie.

3. When a face is completed by connecting its two end points (Fig. 4-34c), two new vertices and one .
new edge are hypothesized. The new edge e4 is dependent on both e/ and e3, while the new
vertices v/ and v2 are dependent qn the edges on which they lie.

4. When a vertical wall is dropped from a face, the first step is to drop hypothesized edges from
vertices of the face. Such edges are dependcnt on the vertices from which they are dropped. In
Fig. 4-34d, the new edges e/ and’e2 are dropped from, and are dependent on, the vertices v/ and
v2, respectively. A dropped edge is constrained to be perpendicular to the ground plane, and
would therefore no longer be a valid hypothesis if the vertex it depends on, which is one of its end
points, were to be displaced. After edges are dropped from all vertices of the face, the resulting
edge-frame is filled in with faces, as described previously. This results in more hypothesized
edges and vertices. The situations under which these are created fall under categories (2) and (3)
above.

When a confirmed edge or vertex in the model is modified or deleted, the set of all hypothesized elements
that depend on it are deleted. Recursively, elements depending on deleted ones are also deleted. When
hypothesized vertices and edges are deleted in this manner, it is possible for hypothesized faces to lose
minimal support, i.c., they may no longer be constrained by at least three non-colinear points. Such faces are
also deleted.
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Figure 4-34: Generating dependencies for hypothesized edges and vertices. The
dependence of an element on another is depicted as an arrow from the former

: : to the latter. (a) Two non-touching partial faces are merged. (b) A

123 face is completed in the shape of a parallelogram. (c) A face is completed

by connecting its two end points. (d) Vertical edges are dropped from a floating Face.
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Figure 4-35: The wire-frame object in (b) is to be merged with the model object in (a). i
The confirmed edges of the model object (indicated by solid lines) are e/, €2, 3, 4, and e/ 2; -
the confirmed vertices (indicated by circles) are v/, v2, and v3. Dashed lines represent
hypothesized edges. (c) The result after merging.
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4.7.3 Merging

The procedure that merges corresponding wire-frame and model objects takes into account the fact that the
3-space positions of end points of edges that are confirmed vertices are gencrally much more accurate than the
positions of non-vertex end points. Therefore, confirmed vertices are given more weight during merging. As
an example, consider again Fig. 4-35, wherc the wire-frame object in (b) is to be merged with the model

object in (a).

The merging procedure starts by merging corresponding vertices in the two objects. This involves the
following:

1. The model vertex of each correspouding pair of vertices ((v2, v/00) and (v3, v/0!) in Fig. 4-35) is
assigned new coordinares -- those of the midpoint of the line connccting the two initial vertices.

2. If the distance between the initial and resulting points of the model vertex exceeds a threshold, all
hypothesized edges and vertices in the model that recursively depend on this vertex are deleted.
Hypothesized faces that have lost minimal support are also deleted.

3. The vertex in the wire-frame object is deleted and replaced by the model vertex.

At this point, all corresponding pairs of edges will share at least one vertex. The corresponding edges are
merged next as follows:

1. If the two edges share both their vertices (Fig. 4-36a), merging involves recalculating the line
equation of the model cdge and delcting the wirc-frame edge. In Fig. 4-35 this situation occurs
between edges 3 and e/01.

2. If the two edges share one vertex but only one of them contains another confirmed vertex (Fig.
4-36b), the edge with one confirmed vertex is dcleted, leaving the edge with two vertices as the
result. In Fig. 4-36b, the result of merging e/ and e2 is e/. Notice that the non-vertex end point in
this case is given zero weight. If the resulting edge is from the wire-fraimne object, it is subtracted
from this object and added 10 the model object. In Fig. 4-35, this situation occurs between edges
e2 and e/00, and edges e4 and e/02.

3. If the two edges share one vertex and the other end points are not contirmed vertices (Fig. 4-36¢),
the line equation of the new edge is obtained. by a least squarcs fit to all the points on the two
initial edges (see Fig. 4-36d, where the dotted lines are the initial cdges, and the solid line is the
new edge). The non-vertex end point of the new edge is the projection of the non-vertex end
point of the longest initial edge onto the line constraining the new edge. This new end point is
labeled as confirmed. The edge is then added to the model object and the two initial edges are
deleted. Note that the vertex end point of this edge need not lie on the line constraining the edge.
In Fig. 4-35, this situation occurs between edges e/2 and e/04.

Before merging, a model edge may contain cither one confirmed vertex or two confirmed vertices. If it
contains one confirmed vertex, then all hypothesized cdges and vertices in the model that recursively depend
on this edge are deleted. Hypothesized faces that have lost minimal support are also deleted. In Fig. 4-35,

2 L —
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Figure 4-36: Merging edges. Two edges to bé merged may
either (a) share both their vertices, or (b) and (c) share one vertex. (d)
Result of merging edges in situation (¢). -

this occurs for the edges ef and /2. The hypothesized elements in the figure that recursively depend on, say,
o4 are the vertices v/ and y7. and the edges e5, €10, 9 and e/]. If a model edge to be merged contains two
confirmed vertices (¢.g., e2 and e3 in Fig. 4-35), no hypothesized elements need be deleted since all necessary
deletions were made when the vertices of the edge were merged.

After all corresponding clements of the two objects have been merged, the cdges and vertices remaining in
the wire-frame object that were not merged are added to the model object, and the wire-frame object is
deleted. In Fig. 4-35, this step involves adding the edge e/03 to the model.

Finally, the plane gquadon is recalculated for each face in the modcl object which had edges zind vertices
- that were modified or deleted. Fig, 4-35c shows the final configuration of the object after the merging
process. This object is incomplete and must be completed using the techniques described in previous
sections, '

4.7 .4 Results of Merging

When these procedures are applied to the wire-frame data i:; Fig. 4-33 and the scene model in Fig. 4-30, we
obtain the updated scene model shown in Fig. 4-37. The updated version has two important improvements
over the initial version. First, the updated model contains more buildings since new wire-frame data, some of
which represent new buildings, have been incorporated into the initial model. Second, for many buildings
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Figure 4-37: Perspective views of buildings derived by incorporating
the wire-frame data in Fig. 4-33 into the modcl in Fig. 4-30.
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described in both versions of the model, the positions of vertices and edges are more accurate in the updated
version. This is because many hypothesized vertices and edges are replaced by accurate oncs obtained from
the new data, and many confirmed vertices and cdges arc merged with corresponding ones in the data by

“averaging” their positions, gencrally decreasing the amount of error.

This experiment demonstrates how information provided by cach additional view allows the model to be

incrementally made more complete and accurate.

4.8 Summary

In this chapter, we have concentrated mainly on the problems of extracting information from high
resolution acrial images of urban scenes, and accumulating the information in a 3D scene model. We have
presented results in two aspects of the 3D change detection task: the low-level problem of analyzing images,
and the high-level problem of represenping, constructing, and updating the 3D scene model.

In the low-level processing, we have described techniques for extracting building structures from the:
images, and we have described experiments which determine how tovefﬁciently search a line image in order to
form junctions. In the high-level processing, we have described how the scene model, a surface-based :

description, is represented and incrementally acquired from a sequence of images.

' . i~
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5. SUMMARY

5.1 SUMMARY

This phase of the project focused on the development and evaluation of methods which yield
representations of structural and textural information in an image, and relate these representations to
object and surface contour propertigs of the scene. These representations will be used as the basis
for modeling and interpolation of time-varying properties of scenes. The techniques currently being

studied include (Chapter 2):

® Probabilistic Graph Matching - Attributed graph structures are used as the basis for a
composite structural-statistical model of information in an image. Structural elements
such as edges, corners, regions, or local basis function expansion peaks are used as
elements of the graph structure. Matching of object classes, of stereo pairs, and of
sequential time-varying scenes have been studied.

e Multiple Resolution Structural Basis Functions - Local éxpansion of the gray level
intensities of an image is carried out at multiple resolution levels. This hierarchical
representation of the image is useful for the detection and recognition of objects, and
facilitates the description of tracking of time-varying objects at low resolution with
updating of object description at higher levels.

e Textural Surface Models - The relationship between image texture and surface contours
is fundamental to the interpretation of images with textured regions and particularly to the
interpretaticn of variations in textured regions over time. These studies are looking at the
relationship between two-dimensional random field models of surface contour and
observed intersity fields under known conditions of illumination and imaging.

The algorithms described in this section reflect the interdisciplinary nature of the overall project.
The structural basis function and texture models described above are particularly well-suited to
parailel or optical processor implementation. They will be implemented and evaluated on the array
processor with RAPIDbus host described in Appendix A. This architecture will provide the basis for
integration of parallel preprocessing algorithms with representations which are well-suited to model-
based interpretations. The interactive use of parailel and optical preprocessing with hypothesis

formation and adaptive search strategies is a longer term éoal of this research.

Other algorithms for parallel feature extraction have been addressed and will be reported on in later

reports. These include moments, chords, Fourier coefficients and synthetic discriminant functions.
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All of these features are capable of being optically-generated. A considerable amount of effort has
also been spent in assembling two digital processing facilities for use in this program. This hardware

is detailed in Appendices A - B.

A major eftort on the extraction of time-varying sub-pixel targets in noise has been achieved. This

time-change scenario concerns applications such as the detection of missile launches or aircraft in
flight. A staring mosaic sensor with frame rates of 0.01 seconds is assumed. In this first year, we

have achieved the following results on this specific time-change scenario (Chapter 3).

» We have produced synthetic space-based imagery with correlated noise, uncorrelated
noise, sub-pixel targets, separate background and target sub-pixel shifts, with controlled
correlation noise statistics.

» We have evaluated three estimators, all of which were demonstrated to achieve excellent
sub-pixel registration accuracy.

* We have evaluated the performance of three interpolators for use in registering sub-pixel
shifted image frames. These tests showed much success with a considerable reduction
in the mean square error after the image subtraction.

s We have evaluated the correlation plane dynamic range required and found it tc be quite
low since only several sampled points about the center of the correlation plane need be
measured.

e We have evaluated the accuracy with which each separate correlation plane sample must
be measured. We have found the system to provide excellent sub-pixel registration
accuracy even in the presence of large uncorrelated noise present in the input imagery.

s We have successfully demonstrated the performance of the system and its ability to
detect and track sub-pixel targets. This is the first time this has been achieved, to our
knowledge.

The problem of detecting three-dimensional changes in a complex urban scene is a very difficult
one, particularly since any informatibn extracted from the complex images is highly incomplete and
contains many errors. Therefore, we have thus far concentrated mainly on the problems of extracting
information from such images and accumullating the information in a 3D scene model. Future work

will include the problem of detecting and dealing with changes in the scene.

In this report, we have presented results in two aspects of the 3D change detection task: the
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low-level problem of analyzing images, and the high-level problem of representing, constructing, and

updating the 3D scene model (Chapter 4).

In the low-level processing, we have described techniques for extracting building structures from
high resolution aerial images of urban scenes. Edge points are first extracted from an image, and

then straight line segments are fitted to them. Junctions are then formed from-the line segments.

These junctions are used to assign the segments to a structural model of buildings. A search using a

Hough transform is then performed to look for new line segments predicted by the model.

TS

A fundamental problem in interpreting complex images is to relate image features to scene features.

Py

oy~

In our context, this involves distinguishing two classes of image line segments, those arising from
building boundaries and those arising from texture or shadow boundaries. We handle this problem by

utilizing task specific knowledge. We assume that lines forming junctions arise from building corners

only if one of the lines is vertical in the scene, i.e., is directed toward the vertical vanishing_point.
These lines are then labeled as part of a building model that consists of an arbitrary number of
connected vertical faces covered by a roof. Lines that are not consistent with this building model are

assumed to arise from texture or shadow boundaries.

in the low-level proqessing. we have also described experiments which determine how to efficiently L
search a line image in order to form junctions. Each line segment in the image is represented as a }
unique unit containing the x,y coordinates of the two end points. The set of line segments are stored '
as alist. A simpie but inefficient way to determine the lines that lie within a small window in the image

is to test each line in the list. The access time caﬁ be improved by dividing the image into a number of p

small areas called sectors. Each sector has a list of the lines in its area. The search now requires
only that the lists of the sectors containing the window be searched. We have empirically determined !
that the fastest access time is obtained when the image is divided into sectored areas forming from 6 !

to 8 rows and columns.

In the high-level processing we have described, techniques for representing, constructing, and
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updating the scene model. The scene model is a surface-based description of an urban scene, and is

incrementally acquired from a sequence of images. Each view of the scene undergoes analysis which

‘ results in a.3D wire-frame description that represents portions of edges and vertices of buildings. The
initial model, constructed from the wire frames obtained from the first view, represents an initial
approximation of the scene. As each successive view is processed, the model is incrementaily
updated and gradually becomes more accurate and complete. Task-specific knowledge is used to

construct and update the model from the wire frames.

The model is represénted asa grap.h in terms of symbolic primitives such as faces, edges, vertices,
and their topology and geometry. This pefmits the representation of partially complete, planar-faced
objects. Because incremental modifications to the model must be easy to perform, the mocel
contains inechanisms to (1) adq pri'mitives in @ manner such that constraints on geometry imposed by
these additions are propagated throughout the model, and (2} modify and delete primitives if
discrepancies arise between newly derived and current information. The model also contains
mechanisms that permit the generati'on, addition, and deletion of hypotheses for parts of the scene for

which there is little data.

5.2 FUTURE WORK

e Probabilistic Graph Matching - Further studies of attributed graph structures as a basis
for image matching and scene recognition will focus on search strategies for matching
subject to geometric constraints, optimal selection of image subpatterns for matching i1
noisy images, and incorporation of time-varying attributes to scenes with common
structure. Using the preprocessing capabilities for attributed graph extraction developed
during the previous year, we will apply the current techniques and investigate these new
issues for aerial scenes.

e Texture Analysis - Work in texture shall concentrate on discriminating between different
2-dimensional and 3-dimensional textures and extracting information such as viewing
angle, lightincidence angle and gradient. A set of texture measures, each of which offers
reliable, consistent discrimination between the various types will be chosen for this task.
From the perspective of high-altitude imagery, the goal in mind is be able to distinguish
between different types of vegetation (e.g. forests, crops, grasstands) and different types
of terrain (e.g. desert, hills, mountains).

e Structural Analysis - Future work in structural analysis will explore model based structural
image analysis using iteratively generated local shape experts. Specific subgoals include

i
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the development of appropriate object representations (hierarchically structured, planar
models seem promising), algorithms for building a global scene model using iterative
assignments and responses from local shape experts, and designs for adaptable shape
experts. The initial evaluation object domain will center on planes, vehicles, and
buildings found in airfield photography.

e Supporting Architecture - Continuing work on the RAPIDbus multiprocessor system will
extend hardware and software capabilities so as to provide a unique support environment
for future project research. An immediate system is being constructed with at least two
array processors, eight general purpose processors, and high speed data transfer
capabilities. Software development will provide an environment in which many of the
algorithms discussed in chapter two can be implemented so as to make effective use of
the RAP!IDbus architecture.
In the area of optical processing and extensions of our Chapter 3 research, there are several areas
of research that should be pursued to analyze high frame rate sub-pixel target time-change imagery.

These include both algorithmic advances and simulation studies.

All sub-pixel shift estimators we conside;ed so far have been ad hoc in nature and are non-
parametric_. We will extend them to parametric methods by assuming proper models for the
underlyin_g.pdfs. This will lead to optimai sub-pixe! shift estimators based on maximum likelihood
(ML), maximum a postesiori (MAP) and minimum mean squared error (MMSE) strategies. We will also

investigate the statistical behavior of these estimators to assess their true performance.

We have considered only 2 frames of our time-change imagery to suppress the background and
extract the target. We will treat the target extraction problem in a general 3-D space (x,y coordinates
of the image and time t) and investigate general 3-D signal processing methods to provide the target

track. This will require radically different strategies for target extraction than the simple subtraction

we are currently using.

QOur gradient based estimator requi;es further study to determine the reason for its larger number of
iterations. Our LMSE estimator also requires further analyses (with respect to the condition number
of the matrix) as does our linear interpolator (specifically its convergence). Multi-level cloud imagery
will be produced, 3-D aircraft imagery will be generated and inserted in this imagery and 3-D data
distortions will be produced and ‘tested (using multiple correlation plane central regions for

registration).
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In the area of optical feature extraction, the optical generation of various object features (moments,
chords, etc.) and generic object information (structural and textural via generic SOFs) will be
addressed. The Al and U aspects of this work will be addressed in years 3 and 4 of this research

effort.

There are many areas of research that we will pursue in the future for the 3D change detection task.

These include the following:

1. Interactively generate an initial scene model. This will assure that the model is
reasonably accurate and compiete. When 3D information from a subsequent view is
compared with it, we can have more confidence that discrepancies between the new
information and the model are due to changes in the scene, rather than errors in analysis.
Also, the model may be used to interpret the image in a top-down manner.

2. Apply stereo and monocular techniques for extracting 3D scene information.

3. Develop methods for matching the extracted scene information with the current model.
Such a procedure is necessary to register the new information with the model so that they
can be compared to determine changes in geometry and structure. One idea is to match
vertices in the two descriptions, since each pair of matching vertices suggests a possible
coordinate transformation,

4. Develop methods for interpreting discrepancies between newly extracted 3D information
and the current model. Such discrepancies may be due either to the scene having
changed or to errors in the new information and/or model. One way of interpreting
discrepancies is to assign confidence values to the newly extracted information.
Discrepancies involving highly confident information might imply that the scene has
changes, while discrepancies involving information with low confidence might imply
errors. A more powerful way of interpreting discrepancies is to use knowledge of the
kinds of scene changes expected. This knowledge may either be known a priori, or may
be induced from the pattern of changes that have previously occurred. In this way,
discrepancies are interpreted as scene changes only if they are consistent with predicted
scene changes.

5. Develop methods for generating up-to-date maps of the scene. The central, integrated
scene model which is continuously updated with new information may also be used for
generating up-to-date maps of the scene. Such maps require extracting global properties
and features such as shape, size, orientation, and relative positions of objects in the
scene. This kind of information is readily available from the scene model.

\
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6. PUBLICATIONS, PRESENTATIONS AND STAFF
SUPPORTED

6.1 STAFF SUPPORTED

Electrical and Computer Engineering --

D. Casasent (Professor), Principal Investigator
B.V.K. Vijaya Kumar (Assistant Professor)
Yeou-Lin Lin (Research Associate)

G. Kashipati (Research Assistant)

The Robotics Institute --

Arthur C. Sanderson (Professar), Principal Investigator

John Willis (Research Assistant)

Nanda Alapati (Research Assistant)

Jamszs McQuade (Research Programmer)

Computer Science --

Takeo Kanade (Professor), Principal Investigator

Martin Herman (Research Assnciate)

Duane Williams (Programmer)




6.2 PUBLICATIONS

; Electrical and Computer Engineering --

1. B.V.K. Vijlaya Kumar and C. Carroll, "Loss of Optimality in Cross-Correlators”, JOSA-A,
Vol. 1, 1984, pp. 392-397.

2. D. Casasent and V. Sharma, "Feature Extractors for Distortion-Invariant Robot Vision",

Obptical Engineering, November 1984 [accepted].

3. B.V.K. Vijaya Kumar, "Lower Bound for the Suboptimality of Cross-Correlators”, Applied
Optics, Vol. 23, July 1984 [accepted].

'} 4. D. Casasent, A. Goutzoulis and B.V.K. Vijaya Kumar, "Time-Integrating Acousto-Optic
' Correlator: Error Source Modeling", Applied Optics [submitted].

]
The Robotics Institute -- %
A
1. J.L. Crowley and A.C. Sanderson, "Multiple Resolution Representation and Probabilistic
Matching of 2-D Gray-Scale Shape”, Proceedings of the Workshop on Computer Vision:
Representation and Control, IEEE Computer Society, April 30-May 2, 1984, Anapolis, MD, [’
pp. 95-105.

Computer Science --

1. None.

6.3 CONFERENCE PRESENTATIONS AND SEMINARS j

Electrical and Computer Engineering --

Conference, November 1983, Cambridge, Massachusetts.
2. D. Casasent, "Synthetic Discriminant Functions", Presented at DARPA, Fabruary 1984, .

3. D. Casasent, "Robotics Applications of Optical Data Processing”, Presented at

!
1. D.Casasent, “Fourier Transform Feature-Space Studies", Presented at the SPIE %
H
Palytechnic Institute of New York, February 1984. J‘:

4, D. Casasent, "Optical Pattern Recognition”, Presented at the Air Force Office of B |
Scientific Research, May 1984,

The Robotics Institute --

1. J.L. Crowley and A.C. Sanderson, "Mulitiple Resolution Representation and Probabilistic
Matching of 2.0 Gray-Scale Shape", presented at IEEE Computer Society Workshop on
Computer Vision: Representation and Control, April 30- May 2, 1984, Anapolis, MD.

2. A.C. Sanderson, "Probabilistic Graph Matching Methods", presented at the International
Conference on Computer Vision and industrial Applications, May 14-18, 1984, Stockholm,
Sweden,

Computer Science --
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1. M. Herman, "Representation and Incremental Construction of a Three-Dimensional

Scene Model", Presented at the Workshop on Sensors and Algorithms for 3-D Machine
Perception, Washington, D.C., August 1983.
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APPENDIX A
RAPIDBUS:
ARCHITECTURE AND IMPLEMENTATION

A.1 Architecture

RAPIDbus Il is designed as a multiprocessor to provide system support for research into new
approaches for the analysis of complex, space based imagery. The structure is based on the
hypothesis that algorithms can be formulated as a multitude of largely concurrent, tightly coupled,
computationally intensive tasks. A moderate size proof-of-concept machine is currently being

fabricated with the assistance of several companies.

Broadly multitasking algorithms were explicitly chosen in an effort to escape ihe performance
bounds of cost-effective uniprocessors. Although conventional single processor mainframes often
support muitiple communicating tasks, they do so by dividing the resources of one processor across
all active tasks. Such a multitasking system provides no performance incentive to develop task level
algorithmic concurrency. Executing on a multiprocessor support base, the researcher is potentially
richly rewarded for the additional effort required to develop concurrent approaches. RAPIDbus Il is
directed at the challenge of minimizing the effort required to take advantage of task concurrency
while providing application specific performance to support qualitatively new approaches to analysis

systems,

A.1.1 Extensibility

A substantial overhead cost is paid at the systems software level when moving from one to two
equal processors. Relatively few changes are needed to the scftware structure as additional
processor are added to the initial pair. if a sufficient number of tasks are available, potential increases
in system throughput are generally limited by the increasing average communications latency as
tasks hegin to block each other while accessing common data structures. Through implementation
techiniques evolved from earlier RAFIDbus designs, RAPIDbus Il appears to be capable of minimizing
both contention for interchange bandwidth, and with suitable hosts, contention for access to shared
memary blocks [Zoccali 81, Willis 82].

Since the number of tasks is an experimental variable, the ideal number of processors appears
limited by the maximum acceptable average communications latency. A reasonaisle metric for such a
radius of extensibility is based on the time required for a processor to respond to a context swap

request and execute the desired task. If a process can get the results of a task execution faster
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1S BLANK




134

locally than by communicating with a distant processor, the foreign processor clearly lies beyond the

range of practical extensibility.

Consideration of actual RAPIDbus 1l implementation technology suggests that a task swap has
nearly 100 clock cycles of overhead before replacement code can begin execution. Several hundred
RAPIDbus Il processors could be placed within this communications latency. Thus in order to
demonstrate reasonable extensibility without incurring substantial addressing overhead, 240 nodes'
are defined by the architecture, with straight forward extension to a larger population.

Within a single task, address space limitations in previous multiprocessor systems have been -

recognized as a serious limitalion to extensibility [Jones 80]. Processors such as the DEC PDP-11,
and the Zilog 280 used in several early multiprocessors are limited to a 216 byte address space [Jones
80, Rieger 81]. Taking advantage of the tremendous leap in semiconductor technology, RAPIDbus Il
is designed around a 2% byte physical address space. The virtual address space available to the
programmer is host dependent, but in the proof.of-concept realization, provides up to 2% bytes in
one or more separately mapped segment52 .

A.1.2 Heterogeny of Elements

In traversing the depth of an advanced system from visual input, through image understanding, to a
suitably enunciated output, a myriad of different kinds of algorithms are required. Early vision
processing may require very regular operators on large data objects. Later stagss of vision may
require the maniguiation of small objects interwoven within intricate data structures. Reporting or
control stages will require still other computational support. Within a research environment,
externally supplied input or data output may be required at any point in conjunction with a variety of
devices.

Traditionally, multiprocessors have relied on a single general purpose execution element which is
replicated as neaded throughout the structure. Although such homogeneity simplifies the design, any
general processor cannot hope to optimally handle a broad range of array, scalar, and 1/C tasks in a
cost- effective way. Trade-offs are inevitable with a general purpose architecture. In contrast,
designers are increasingly finding ways to create processor structures which gchieve very impressive
performance over a limited algoritﬁm domain [Kung 82]. For a given cost, performance often is
inversely proportional to flexibility in the design of a processing element. '

1 . I .
The number of potential nodes includes both procescor locations, and those used only for system communicution [links].

?Bankswilching makes the remander of the address space accessible with greater effort
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A multiprocessor provides potential to take advantage of special purpose processor structures
interfaced as one or more host nodes. If a complementary set of nodes is assembled so as to work
symbiotically with one another, the performance of special purpose designs can be harnessed

without loosing some generality of overall function. However, within a research environment, the cost

of designing any processor module is high. Seldom do resources provide adeguate support for both
the hardware design and later software support of more than one processor architecture.

RAPIDbus thus relies heavily on being able to integrate the vast effort invested in existing
commercial hosts, either at the chip set or subsystem level. Typically such hosts have widely diverse,

often conflicting interface requirements [Cohen 81]. Such simple grounds for communication as the

location of the most significant bit or the packing of bytes within a quadlet is seldom the same for
different hosts. In order for any interface to bring order from the bable, the mapping between bus
cycles and data objects must be known to the interface. In the general case, this requires both data
typing, and either control over operand alignment, or an indication of the relationship of the bus cycle
to the boundaries of the data object.

In the course of algarithm research, it is useful to integrate profotype functional accelerators. Both
in the digital domain, and with electro-optic or CCD technologies, very regular portions of a specific
algorithm can often be readily implemented to achieve performance well beyond the range of a
general purpose computer of comparable complexity. The catch is often in the support logic required
to get operands in and out of the regular portion of the box, and handle boundary requirements.
Such support logic frequently consumes major amounts of design time while directly contributing
little to performance enhancement. Experimentation with new functional boxes becomes more
practical if overhead requirements, such as operand stream generation and boundary calculations
can be assumed by other, existing, members of the processor society [Fisher 82].

The muiliword packet is provided within the RAPIDbus !l architecturs specification in part to provide
streams of high bandwidith operands to or from very simple functional hosts. Each port of a functional
box is connected to a RAPIDbus node, which acts as a slave to sink or source streams of data coming
from other, more general purpose nodes as shown in figure 1. Host nodes can be added as required

to meet channel bandwidth of address stream interleaving requirements as needed.

A.1.3 Software Support
The concurrency provided by a multiprocessor adds a new spatial dimension to the temporal
medium programmers are skilled at dealing with. Because of the additional complexity introduced by

the new dimension, hardware support for quality programming becomes more important than on a
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FUNCTIONAL BOX
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Figure 1: Multiword packets can be used to integrate a
prototype functional box onto RAPIDbus while
existing processors absorb overhead functionality.

comparable uniprocessor system. Although contemporary compilers and assemblers provide
checking to catch errors prior to run-time, some interactions can only be reliably detected while code
is running. Many kinds of run-time checking can be performed with software in line with application
code at the expense of both reliability and performance3 . Earlier discussions established the need to
integrate existing prccessor implementations where pessible. Yet with reasonable retrofits to existing
VLSI, RAPIDbus I can potentially assist the programmer by restricting access to memory, mapping
virtual addresses to physical memory locations in a storage hierarchy, managing of dynamically
allocated storage, and assisting in the maintenance of data type coherency.

With relative simplicity, a commmercial memory management part can bz interposed between
processor and the local processor bus, providing both segment level memory protection and virtual to
physical address transiation. Such coprocessors have memory descriptors paired with each segment
of memory for which the task currently executing on the coupled processor has access. In some
units, segments can further be decomposed into pages, or the available capabilities made specific to

read or write operations® .

Ideally, both access protection and relocation of segments would be extended downward to support

GCompiler generated run-time checking is asking software to verify software integrity, a questionable case of seif-policing.
Software run-time checking must insert additional instructions into the strcam, competing for machine cycles with the
application task. As the level of verification incrcases, the performance must suifer.

4The arnof-of-concept processor node replaces the 68000 processor socket on an existing C3-COCO processor card '‘mth a
board which includes a 68000, 68451 [MMU], and a single enlry iransiation ¢ache.
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small objects structured from one or more of the primative data types according to a template. An
upward compatible enhancement path, based on one or more object coprocessors for each operand
processor is proposed, creating an object interface layer [O/L]. OIL is intended to support object
based access protection, true virtualization of shared data, and effective support for dynamic memory
allocation. in order to maintain compatibility with other objectives, O/L must be adaptable to existing

processors and not exact significant performance penaities.

Many different algarithms operating in minimally constrained environments, such as image analysis,
use large data structures whose size and growth patterns are data dependent. For instance, a
structure describing a particular situation which the system may find itself in, a frame, is the result of
information acquired at run-time. At compile-time, the programmer neither knows how many frames
will be used, nor how complex a frame might be. Dynamic memory allocation is commonly used to
parcel such storage on a demand basis. During the course of running a particular application, such

storage space may become allocated and at a later time, the application will loose interest in the

information. Particularly if the memory is allocated in small pieces, such memory can drop out of

sight without being returned to the pool of available memory; storage can leak.

As tasks run for some period of time, loosing small areas of physical memory on each allocation and
return cycle, the system will encounter a state where insufficient memory is availabie to be allocated,
even thought substantial pools of memory are inactive. Some form of garbage collector is required to
reclaim this memory. Garbage collectors are often run on machines without hardware support, but at
the expense of both performance, and periodic intervals when the machine is unable to respond while
“collecting”. With contemporary machines and a large address space, this may require several
minutes.

If memory is packed in large, nondescript segments allocated by the compiler, as is the case with
most uses of YLOI memory managers, hardware dees not have the inforination reguired to assist in
garbaga collnction, !eaving the burden to software. Thus the RAPIDbus Il architecture does not
provide badly needed support for garbage collection. Once again, the object interface layer
coprocessor, running in support of a primary processor, provides a hardware basis with the proper

level of granularity to consider putting garbage collection into hardware.

Data type checking is also a difficult retrciit to an existing processor ’ coftware system. Mcst
commercial processors at the chip or board level do not provide strong data typing. Those that do.
such as Intel's 432 family, currently exact an unacceptable performance penalty. The basic
RAPIDbus Il architecture depends on host adherence to whatever limitations are needed to allow
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l interface hardware to transform shared variables to and from the interchange data specification. This

may include alignment restrictions or require the use of external hardware monitoring the instruction

' stream.

Potential upgrades to the RAPIDbus It architecture based on OIL can support automatic data type
coherence and impose data type checking external to existing processors. This requires that the
strong data typing of a language such as ADA be carried to the machine level, assisted by type
conversion instructions executed by the coprocessor. Within the object interface layer, data typing 3
operations are performed by the TYPE BOX. [

A.1.4 Modularity

At the structural level, programmability, performance, and reliability are enhanced by the |

partitioning of large host ensembles into subsets called societies. Such processor societies are
composed of several different kinds of processor hosts chosen to provide complementary capabilities
needed to handle a particular package of tasks. By partitioning into societies at the architecture level,

the complexity which a programmer must organize at any one time is limited to a single subgoal.
Each processor node may own a portion of the total system address space through a dual porting of
local memory to the RAPIDbus interchange5 . As shown in figure 2, repeaters are used between
processor societies to support access by any processor to memory segments in another society for
which memory protection tables offer access.

Performance is enhanced in most implementations by decompaosing processors into societies since
the bulk of interprocess communication can be expected to fali within a tight locality of processors
(the society). If bandwidth is independently allocated for each society, then the total bandwidth
available in all linked societies can be increased with respect to allocation over a single sysiem bus.
By partitioning a system into small secticns, each ot which has redundant hardware, the probability of
two uncorrelated failures leading to a system failure is areatly decreased [Kraft 81]. When a
subsystem component does fail, narrowing the neighborhood of the failure simplifies either
automated or human diagnosis.

In response to particular application requirerients, RAPIDbus sacicties can be linked in a variety of
different topologies to minimize the average number of societies through which a memory reference
must pass between master and slave. Applications which are generaily structured as a pipeline, with

sln an extended RAPIDbus ) architecture, each host node would also be responsibie tor supporting objects "owned™ by a
particutar host and resident in the dual ported memory. Such support includes maintaining a list of tasks with local copies of
the objects. those with wiite authorizaticn for ther local copies, and dynamically insurmg consistency of remote object copies
as they are mut.ited by tasks.
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Figure 2: The RAPIDbus Il architecture is composed of societies :
with up to fifteen host nodes. High speed parallel )

links between societies can be configured in response

to research requirements. ]
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Figure 3: A pipeline of societies fits applications where
most of the data flow obeys a linear, single
input port, single output port relationship.

the bulk of information flowing from one society to the next can eliectively be linked as shown in

figure 3. Alternate problem domains might best be served by an n-cube such as the 3-cube shown in
figure 4,

A.2 Implementation

The RAPIDbus Il implementation is intended to provide efficient protocol and functional structure to
allow a high performance, practical realization of the architecture specification. Performance is
primarily dependent on the use of existing host processor nodes executing one to twenty million
operations per second and having frequent need for low latency communication with shared data

structures. Practicality demands that the realization reduce perfcrmance gradually in response to as
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Figure 4: Rings of societies can be generalized into
N-cube topologies, with arbitrarily many
redundant paths between societies at the
price of increased overhead.

many single point failures as possible‘s .

The RAPIDbus Il implementation draws heavily from Zoccoli's original RAPIDbus, and the
RAPIDbus | implementation [Zoccoli 81, Willis 82]. Going beyond the insights and lessons that were
suitable for use with commercial hosts and ofi-the-shelf realization technology, the implementation

section will conclude with a discussion of an enhanced interconnect implementation.

A.2.1 Packet Switching Structure

The RAPIDbLus Il switching structure has evolved from a time-multiplexed, circuit-switched bus into

a packet-switched interconnect structure. Although RAPIDbus Il breaks communication into several, 1
multiple stage, discontinuous bus cycles, it differs from common packet interconnect definitions in H
two important ways. Sequential bus cycles implementing a single packet are not sent on adjacent bus

siots’ . Secondanly, each host is capaole of handling bus cycles from only one pdacket transaction at
any one time in the proof-of-concept implementation.

6The need for graceful degradation with RAPIDbus should not be confused with designs where the primary requirement is
reliability at the expence of consgiderable duplication of hardware ard machne resources. Examples of muitiprocessors where
primary emphasis 1ss piaced on uptime include C.VMP, Tandem’'s Non St senes, or NASA's FTMP [Siewiorek 82).

7The 56 bit wilth of each bus allows substantial concun ront information transter on each bus cycle however.
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Both departures optimize support for existing commercial hosts® . Virtually all candidate hosts were
limited to producing 42 or fewer lines of new information during any processor clock cycle9 . By
transferring information as it was generated by the host, routing complexity was increased, but the
width of a given information path is reduced. The second departure came from the inability of
existing circuit-switched bus protocols to initiate or begin service on a second interchange transfer

while an earlier request was still outstanding.

Packets form the fundamental unit of communication between any two host nodes across the
RAPIDbus |l interchange network. Each packetl in turn is composed of two or more transfer cycles. I
both the master and slave associated with a transfer cycle are in the same cage, only one bus cycle is
required to implement the transfer. If the master and slaves are situated in different cages10 , one bus
cycle is required across each intervening cage to complcte a single transfer cycle. Bus cycles are |
implemented as short temporal windows during which one set of drivers on each bus'! within a cage
are gated onto the backplane. At the conclusion of this bus cycle, the interface card to which a bus
‘ cycle is being routed'? , latches in all lines of the accessing bus.

A packet transfer begins by connecting the master, or originating node, with the slave, or !
destination node using an address transfer cycle. Once a memory block is assigned to a packet, no ,
further address transfer cycles will be accepted until the transfer protocol is completed or aborted.
The address cycle conveys the physical address being referenced, a function code detailing the !
nature of the transfer, and control information designating the transfer as a read, write, or read- |
modify-write and the bus transfer width. Following data transfer cycles within the packel may oniy be
sent after acceptance of the address transfer cycle by the destination, and then only in agreement
with the type of transfer indicated by the function code of the initial address transfer cycle.

Following acceptance of the address cycle, up to four bytes (a quadlet) of data, an address

8During the design process, the impact of integrating a variety of board and chip leve! hosts was considered. Versabus
hosts from IBM Instruments [CS-9000], SKY Computer, BioResearch, and Moiorola were considered. Compalibility with
Muitibus | and Il specifications Irom intel, the IEEE P896 Advanced Bus standard and the Analogic AP-500 generalized host g
port and auviliary 1/0 ports providad longitudinal tests of host extensibility. At the chip level. consideration was also given to
intertacing nalive hosts based on the Motoroia's 68000 and 68020, Intel's 80286, and National's 16032 and 32032.

gThese are generally some form of 32 address lines, three function code, three data type [externally added], two size, write,
and read madify write lines.

1°A cage of processors is the physical implementation of an architecture society

" The bus grantee

1""The bus accessee
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acknowledge from a remote cage, an abort cycle, or an interrupt cycle may be transmitted using a
single data transfer cycle13 . Packets designated read-modify-write by the initial address cycle
require two data cycles, the first from the slave to the master, the second, a write, from master to
slave. Multiword data packets require an overhead data transfer from master to slave (the word

count), followed by the number of data transfer cycles indicated by the packet word count parameter.

Each cage supports one backplane with two redundant $6 line buses, the ABUS and DBUS. Within
either bus, 32 lines are used for address or data information, eight lines to communicate the transfer
function code, eight for routing information™ , four bits for control with address cycles, and four bits
of parity covering the first 52 lines. The function code field is used to specify the class of access
request for an address transfer cycle. During a data cycle, the function code can either describe the
data, indicate an abort, or a remote acknowledge. Function code assignments are shown in figures
5and 6.

Cycle Type Markers:
Lines 7654321

XXXX X000 Control cycle

XXXX X001 Supervisor code request cycle
XXXX X010 Supervisor data request cycle
XXKXX X011 Data cycle (see below)

XXXX X100 Reserved

XXXX X101 User code request cycle
XXXX X110 User data request cycle

XXXX X111 Reserved

Figure 5: The least significant three bits of the
functicn code fieid indicata the trunsfer
class.

Within 2ach of the buses, the contrc! ficlds are used only for address cycles. 8it fields are provided
to identify read, write, and read-modify-write atomic cycles. A pair of bits within the control field
indicate the number of hytes following the given (bvte) address for which transfer is requested.

13Additionnl packet types are required to support an O/L - ike enhanced bus.

14Dun'uq an address cycle, the routing byle indicates the interface address of the onginating host node. Data transters use
the routing byte tu indicule the destination of the data.




Cycle Sub Types:

Lines 7654321
XXXX0XXX  Route to master
XXXX 1XXX  Route to slave
0000 XXXX Byte data (data cycle)
0001 XXXX Doublet (data cycle)
0010 XXXX Integer Quadlet (data cycle)
0011 XXXX Packed BCD (data cycle)
0100 XXXX IEEE Single floating point (data cycle)
0101 XXXX |EEE Double floating point (data cycle)
0110 XXXX IEEE Extended floating point (data cycle)
0111 XXXX Unpacked BCD (data cycle)
. 1000 XXXX Untype data [wild type] (data cycle)
1001 XXXX Code type (data cycle)
1010 XXXX Pointer (data cycle)
1011 XXXX Multiword parameter (data cycle)
0000 1XXX Single word access [32 bit master] (request cycle)
1111 1XXX Single word access [16 bit master] (request cycle)
0110 1XXX Multiword access [32 bit master] (request cycle)
0111 1XXX Multiword access [16 bit master] (request cycle)
1101 1000 Interrupt access (control)
1011 X000 Abort access (control)
1000 X000 Remote ackncwledge (control)
Figure 6: The most significant five bits of the function .
code elaborate on the class of the transfer. - 1
Bus cycles on the ABUS or DBUS are confirmed by signals on the respective three line !
acknowledge busses. Not to be confused with a remote acknowledge cycle on the ABUS or DBUS,

the sole function of these buses is to confirm the integrity of a single bus cycle two bus windows after
the primary (ABUS or DBUS) grant. Acknowledge bus codings are described in figure 7.

Timing for both 56 bit backplane busses within a cage is tightly controlled by unbussed, point to




Lines

000
001
010
o011

1xx

210

Cycle received, but repeated to another RAPIDbus backplane
Sixteen bit value received at final destination

Eight bit value received at final destination

Thirty-two bit value received at final destination

Error, repeat bus cycle

Figure 7: Each primary bus has a paired acknowledge bus to confirm
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A.2.2 Packet Routing

executing processor node, and

Figure 8: Timing for the high speed buses is done by one arbiter

allows the interface to request one or both buses at a time, to specify a request for an bus as an j!

address or data cycle, and to prohibit address accesses to an interface while a packet transfer is in

progress. A four line siot address indicates the immediate destination of the requested bus cycle b

within the cage. Returning from the 2rbiter to each interface slot are hus grant signals for each of the
] buses, bus access signals, a cage timebase, and a cage reset line.

DBUS ACCESS !
CLOCK
RESET

module global to each cage.

pcint links between each slot in a cage and the cage arbiter, as shown in figure 8. Each arbiter cable

Host nodes are logically identified by a unique home address used by software to name the

by hardware to coordinate sets of bus cycles within a packet transfer *

operation. RAPIDbus !l uses the most signiticant four bits of the home address to designate the
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society number, and the least four bits to designate host slots zero through fifteen within a society.

Upgrades could add bits to either field within the home address.

The home address is readable on each RAPIDbus host interface at the address location written to
set the address extension. This allows software running on each processor to choose unique
portions of system data structures, and to report diagnostic information referenced to the physical

position of the host node.

Interface hardware uses the home address to create virtual links between master and slave
processors across the interchange network. The home address of a host node accessing memory on
another node is carried within the routing field address transfer cycle so that the slave host will know
where to respond15 . Each data cycle following the address cycle uses the transfer routing field to
designate the destination of the particular bus cycle. Bus cycles implementing a data write transfer i
will convey the slave home address. Respectively, a data read transfer will contain the master home

1 address.

Upgrade paths could increase the number of bits in the home address to provide for multiple 4
memory blocks accessible through one host node, or processors capable of several simultaneous "
outstarnding packets. Provision for multiple concurrent memory accesses within a single host node
increases the parallelism of the bus memory server, potentially decreasing memory contention.

Depending on the processor node architecture, multiple outstanding packets can arise from either a
write-through cache, or a processor running several interleaved instruction streams. Each unit of .

processor or memory parallelism visible to RAPIDbus must be assigned a unique home address.

The home address, or subset of the address value in the case of an address transfer, indicates the
destination to which the cycle is to be directed, but does not specify the path to be taken when the |
reference is in a remote cage. This mapping from destination to path takes place in stages. A

transfer cycle between communicating hosts encounters a new routing table on entering each cage

through which it must pass. The table selects the slot within the cage to which each transfer must be

route; either to another repeater link, or to the intended destination.

It is useful to consider making such routing tables reconfigurable in software, permitting paths to
adapt to changing system conditions. Many arrangements of society links provide potentially |

redundant paths between distant hosts. Use of writable routing tables would aliow either new paths

1‘r"l’hce addiess cycle is routed to the appropriate slave based on the concatenation ot address lines A31-A28 and A23:A20
within the bus cycle.

)
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to circumvent failed nodes, or migration of physical address space segments from primary to

secondary storage areas.

The modularity of bus repeaters allows rapid reconfiguration of processor cages, or inter-society
links to optimize connectivity for changing applications. With a writable routing tabie, proper code in
each host node would allow automatic resource identification and table creation during system boot.
Although RAPIDbus Il was designed for proof-of-concept using fixed (ROM) routing tables, making
these tables routable is a clear upgrade path toward a more flexibie interchange system.

A.2.3 Bus Justification

A variety of different schemes are used for transferring data of lower width than the bus, depending
on the type of transfer for which the system is to be optimized [Kirrmann 83]. in order to optimize bus
bandwidth for 32 hit transfer operations, RAPIDb[xs uses an unjustified 32 bit bus. Each byte-wide
lane of the bus is logically paired with separate byte-wide memory sections within a bus. For
instance, bytes with the AQ and A7 set to one are always transferred on data lines D371-D24.

When narrow hosts are attached to the bus, crossover buifers are required to allow access to all
byte locations. A sixteen bit host requires two octal bidirectional buffers. An eight bit host requires
three. Integration of a sixteen and thirty-two bit host is shown in figure 9.

In order to hide implementation details of one host from another, it is important that one host need
not know the width of another's data path. Thus the bus buffers are also used to allow the RAPIDbus
interface serving a narrow data path host to run multiple tr.  er cycles locally so as to transparently
fulfill a transfer request.

A.2.4 Bus Allocation

Pertormance maximization based on available interconnect bandwidth is critically dependent »n an
gifective ailocation scheme. Practical considerations almost always feud desiguers (o some form of
fixed priority allocaticn scheme with ranking determined in hardware [FASTBUS 82, Salutions
83, M63KVBS 81]. Simulation of different allocation schemes for the RAPIDbus Il backplane tusses
suggested that even within a fixed allocation framework, significant differences could be made in the
load level which resulted in bandwidth starvation of some nodes depending on the arbitr chosen.
With a dual port €8000 processor implementation integrated directly onto RAPIDbus, running a code
stream with 60% of the rclerences off board, starvation occurred with as few as nine processors per
cage using a simple arbitration scheme. The approach finally chosen showed no starvation under the

same conditions for up to lifteen processors per cage (the implementation limit).

>y
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Figure 9: Use of a sixteen bit host on a thirty-two bit
unjustified bus requires a crossover to allow
access to all bytes in memory along low data lines.

Two separate arbiters control ABUS and DBUS allocation. Normally a request is made to both
arbiters by an interface desiring a bus cycle. The ABUS arbiter grants cycles with highest priority to
cage node fifteen, and lowest to node zero. Conversély, the DBUS arbiter gives node zero highest
priority, and fifteen the lowest priority. A cycle will only be allocated to the same interface on both
busses simultaneously if only one bus request is active’® . This approach still allows hardware to
recognize one of the two busses in each cage as unreliable, removing requests from the suspect bus

until repair can be made. Transfers continue at a reduced throughput.

A.2.5 Interrupt Generation

Interrupt packets begin with a node functioning as an interrupter. An interrupter functions
identically to the single word write request above in states one through five and ten through twelve
above except for the contents of the transfer cycles. The information field contains the address of the
handler, as deterinined by an interrupt routing table, in the high order byte. The lower informaiion

16Arbitor hardware arbitrarily selects the ABUS to run the cycle if both busses are grantcd simultaneously to a single
requestee.
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l lines are unused. The routing field has the home address of the interrupter. The control fields

o ——

indicate a quadiet write. The function code lines indicate a interrupt cycle.

, During the data cycle, the upper doubiet of the information lines encodes the level of the interrupt in

P

. the least significant three bits, and a doublet vector in tne lower doublet. The doublet vector is a
previously agreed upon descriptor of the required service.

A.2.6 Interrupt Reception

Interrupt reception functions analogously to a single cycle write service, translating the incoming
interrupt packet into the proper interrupt format for the interrupt handler. In the instance of a 68000 F
handler, the encoded interrupt level is prioritized and sent to the processor interrupt lines. ]
Meanwhile, the interrupt parameter is queued in a FIFO. When the processor runs a RAPIDbus
priority interrupt acknowledge cycle, the lowest byte of the parameter is provided to vector the
interrupt handler. The second byte of the parameter is discarded in the proof-of-concept
implementation.

A.2.7 System Reliability <

Succassful achievement of RAPIDbus !l design goals requires that the resulting design effectively

suppori algorithm research. The stress inherent in a low cycle time realization with numerous
packages dictates that the resulting design must be tolerant of subsystem tailures and support rapid i
localization of faults. Both the interchange redundancy and the diagnostic assistance built into the
design are examples of the system reliability considerations which are intended to make RAPIDbus |l ;
a practical laboratory tool.

A.2.8 Interchange Redundancy

i VO, S

The choice of many, multiply interconnected bus segments contributes not only to performance by

allowing localized allocation of bus bandwidth, but also to the reliability of the entire processor

0
i

ensemble. Perhaps the best support for this sirategy comes from the tolephone switching industry,

with a long history of succescfully fielding large interchange systems.

Bell’s experience with the first electronic switching systems [ESS] put solid experience behind the

o et
P e

need to divide a complex systeam into many small, redundant fault modules [Kraft 81]. The reliability of
any large system, such as that shown in figure 10 can be represented as the product of the reliability :
of all the subcompenents which must work rcliably for proper operation. As additional parts are ' i
added with a finite failure rate, the mean-time- to-failure drops.

The ESS's divide the required structure into a multitude of small, replaceable modules which
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INPUT > 1 > QUTPUT

Figure 10: A single monolithic structure presents a multitude of
independent sources of failure, any one of which can
fail the system.

directly spare each other, as shown in figure 11. if the sparing mechanism does not form a single !
point of failure, then several failures must occur in order to interrupt operation. As the number of
components subject to failure decreases in a module, and the parailelism increases, reliability can be 3
made almost arbitrarily high. This parailelism translates into increased performance with RAPIDbus .
since the spared units are all doing useful work until a failure is detected. Since the sparing
mechanism (repeater links) used by RAPIDbus introduces a performance penaity as the fauit module
(cage size) becomes smaller, the reliability of each RAPIDbus interface to a backplane bus interacts

with the performance cost of increased repeater cycles to set the cage size.

F > OUTPUT

INPUT > - a8l c¢
” 7

Figure 11: Dividing a system into many, spared modules can
increase fault tolerance.

A.2.9 Diagnostic Assistance

Dividing the system interconnect into many small pieces decreased the probability of a given
subsystem failure stopping the system. Yet if failures are allowed to accumulate, any spared system
will fail. Thus the reliable design and liberal sparing of small modules must be assisted by a rapid faulit

localization process to the board level. In the design of a fault localization system, it is useful to divide
subsystem failures into four classes; interconnect, power, and logic faults. Each fault class is best
handled by a different localization system. |

In a debugged system, interconnect failures are probably the most common failure mechanism. As
the average module size decreases, the number of interconnects generally increase for a given
system complexity. Failure modes include not being fuily inserted, contact oxidation, and broken : .
connectors. If each module can have a minimal functionality test initiated and monitored through two

s LA - WS P




150

or more interconnect ports, localization of any single failed interconnect is simplitied. Since each
processor node can have ROMed diagnostics run from either a diagnostic serial ling or through the
RAPIDbus, processor-interchange connections can be verified if testable memory locations, such as
the control page, are visible from both the bus and processor. Nodes populated solely with memory

cannot run such atest, and thus present a potential fault ambiguity.

In an age of dynamic storage systems, where a system cannot operate at less than tens of
thousands of cycles per second, localized power failures provide a practical excuse for a visual
indicator on each module. In combination with current monitoring on power busses, voltage
monitoring lights help spot both power distribution and interconnect problems.

The RAPiIDbus Il design provides for the isolation of both intermittent and hard faults. Each
interface is equipped with an eight bit fault diagnosis register, visible either to the host processor or
through an extension of the arbiter - interface cable to a cage level monitor. The monitor could either

be a socket for a logic analyzer, or an input port for a simple eight bit cage diagnostic processor.

Both hardware fault isolation, and kernal level debugging are assisted by one or more test headers
to trace processor and node state changes. In combination with ROMed diagnostics initiated via a
test switch, such test points can rapidly confirm a hard failure diagnosis at the subsystem level.

A.2.10 Upward Compatibility

The basic RAPIDbus Il implementation described above was designed to support a simple proot-of-
concept demonstration of both the RAPIDbus Hl architecture, and the underlying application
hypothesis. The implementation was built around the limitations of existing performance
microprocessors, and standard logic parts. If these requirements are relaxed, it is useful to conzider
how performance might be practically extended significantly beyond the current implementation
while maintaining high level language compatibility and increasihg cost-effectiveness.

In order to maximize the effectiveness of enhancements, comparable changes must occur
simultaneously in the interchange and data storage components of the system. A design is proposed
for a switching plane which reimplements the redundant buses within a RAPIDbus cage using a
parallel switching plane.

A.2.11 Parallel Switching Plane

in order to motivafe the topological transformation from a time-multiplexed common bus
implementation to a parallel switching plane, it is useful to consider the efficiency with which the
RAPIDbus Il interface hardware is used, both within a cage and across links hetween cages.
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Along each of the primary busses, the ABUS or DBUS, only one pair out of potentially fifteen drivers
and latch can be active during any bus window. Although the backplane can achieve near 100%
productive information eﬂiciency" , bus interface hardware at any one node, on the average, is used
less than 15% of the time. Considering drivers and receivers separately, less than 7% efficiency is
achieved. Driving a physically disperse (17 inch) backplane also places a lower limit on the minimum

window cycle time'® .

A packet switch bus system, MARTINUS, provides a topological link between the packet switched
common bus implementation and the switching plane proposed for an enhanced RAPIDbus
implementation. Designed by the Norwegian Defense Research Establishment (NDRE), the
MARTINUS multiprocessor is based on a pair of custom NMOS chips [Solberg 83]. Conceptually, the
same bit position from sixteen different host ports is collected together on a single chip per bit
position, gueued, and then switched on a very high speed bus internal to the die as a packet. This
reduces the bus loading from a large backplane to the drivers and receivers on a single chip. Links to
and from the hosts are point to point, running in parallel to and from the switch matrix for all hosts.

Aithough there is a vast literature on switching plane networks, this design provided a topological
link between the bandwidth limitations of a common bus and a compatible switching plane structure.
Once the lines were collected together on one die, it was then useful to consider ways of increasing
paralielism $0 as to increase the average duty cycle of each port beyond one part in fifteen.

Evaluation of new bipolar gate array technology suggested that sixteen multiplexers, sixteen output
latches, and logic to retain routings for each multiplexer could be placed in a single package,
eftectively a bit slice of a cross-bar. Unfortunately, each multiplexer required four bits to steer the
output, or sixty-four lines for routing if all were brought to the outside of the chip. This routing
problem has commonly driven switching plane packages to multipie stage bit planes with a smaller
fan-in and fain-out, or to the incorpaoraiion of routing information into the streams being switched ?

Using a switching piane strategy, the cycle time of the interconnect is not limited by the time to
charge and later latch a physically distributed backpiane, rather all connections are either point-to-

17Fiefuserl address cycles and unused control field cycles prevent absolutely efficient bus usage.

18Estim:nes suggest that use of single ended ECL wouild permit a 25 nanosecond bus window, or diflerential ECL. a 12.5
nanosecond cycle. Even with packets traveling at the speed of light, littie more than a factor of fifty increase in throughput is
available with 2 common bus in this geometry over the current implementation.

19Ac:ldiﬂg depth to the switching plane increases the number of chip 1/0 buffers traversed, increasing latency. Adding
routing information into the bit stream can cause competit:on for data transfer bandwidth.
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BIT 0O L
MU —i>—— BIT 0
L
BIT 1 |
MUX —|>—— BIT 1
L
BIT 14 MUX "‘D‘“‘BIT 14
L
BIT 15 MUX "[>— BIT 15
FROM 4 GROUPS OF 7 ARRTTER ( INFS ]
ARBITER D

Figure 12: Bit slice crosspoint switch permits changing one
routing per cycle in each of four groups.

point (host/switch) or one driver to many receivers (arbitration routing for all chips). Since both can
be pipelined to aimost arbitrary throughput, the switching plane suggested the possibility of reducing
the fifty-six lines sent on one long window into four cycies of sixteen bits sent on faster windows. A
potential packing scheme is illustrated in figure 13, where the auxiliary fields suggest the ease with
which additional information can be incorporated.

Since once a connection was made between input and output, it was retained for at least four
cycles, routing information to the multiplexers could he multiplexed as well with little loss cf
throughput. Far each group of four muitiplexers, two lines select the routing latch, one enables it,
and four lines provide the routing information. Thus routing can be accomplished by twenty-eight
pins, accommodated along with thirty-two data lines and a clock on a large contemporary bipolar
gate array as shown in ligure 12. Preliminary indications suggest that the regularity of the switch will
not prohibit routing of the chip.

Each RAPIDbus Il sociely is then capable of being implemented by an array of eighteen such chips
as in figure 14, Connections to and from the RAPIDbus port on each host reduce to thirty-six

unidirectional lines, replacing the fifty-six bidirectional lines used previously. The live bit shown in

~w—y
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SEQUENTIAL
ROUTE <7:0> FUNCTION <7:0> SWITCH
CYCLES
INFO <31:24> INFO <23:16>
INFO <15:8> INFO <7:0>
AP <4:0> PAR <4:0> VIR <4:0> CONTROL <4:0>
AUX <31:24> ' AUX <23:16>
AUX <15:8> AUX <7:0>

Figure 13: Many of the same fields carried in parallel with
the common bus implementation are doublet serialized
with the crosspoint switch, decreasing data path width.

figure 14 indicates that valid information is passing to the destination (in contrast to null words sent
while waiting for arbiter routing to change). The ack bit lulfills some of the functions of the
acknowledge bus used on the common bus implementation. The additional lines to and from the host
ports in addition to the sixteen switched lines control clocking and port reset. Links to other
processor societies would be implemented between switch ports in extension of the current link

scheme.

As a suggestion for an enhanced RAPIDbus Il implementation, the 16 x 16 cross-point module
appears to both reduce the number of chips required to implement a society of processors, and to
increase the interconnect bandwidth. Conversion of the host/switch link to a narrower, unidirectional
data path supports use of fiber optic or other high-bandwidth, unidirectional media.

o




Figure 14: Eighteen bit slice crosspoint chips interconnect
a society of RAPIDbus It processor nodes.
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APPENDIX B
OPTICAL DATA PROCESSING,
DIGITAL PROCESSING AND
SIMULATION FACILITY

This facility contains the following major equipment items:

1. VAX 11/750 computer with peripherals, memory, printer, storage, etc.

2. DeAnza image processor.

3. M68000 image processor.
The VAX is the dedicated computer for the ODP group. All digital image processing equipment, plus
a digitizer and gray-scale thermal printer are housed in our digital image processing laboratory.
AFOSR purchased equipment includes a tape subsystem, printer, much of the DeAnza, miscellaneous
software support, and much of the M68000 image processor. This is one portion of the newly

astablished Center for Excellence in Optical Data Processing at C-MU.

The DeAnza includes a digital video processor, one memory plane, a video output controller and a
video digitizer. It is a general image processing facility and display. The software support recently ’,
added includes IMSL, EZ Ray, VMS and Fortran. The M68000 system will be used as a dedicated
stand-alone on-line pattern recognition system. As part of a present Master’s project, many of our
synthetic discriminant functions, linear algebra and other image processing algorithms are being

transferred to this systemin C.

A myriad of image processing, feature extraction and pattern recognition routines have been written
for our VAX and DeAnza system. The entire facility is now quite functional and operational. As part ot

our pattern recognition and image processing research, we process very large databases. This is

also expected to be quite true of our feature extraction, SDF work in this present IU/Al research on
understanding of time-varying space-based imagery. To facilitate this, we have established and
defined an image file structure with various associated subroutines to create, read and write images

and files in an ordered and standard manner.

.4..'...:.).~A Y VRN Lo o
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The major standard DeAnza routines produced inciude a routine to display standard file images of

[ various specified types (these include byte, integer, real, complex files). Routines to display an
image, zoom and pan the DeAnza display, contrast reverse the display, compute the histogram of an
image, and perform histogram equalization are included. Facilities to display non-standard file

images is also included (this is necessary for various industrial image databases that we obtain).

Various high-level routines have been written. These include computation of histograms, plotting of
data arrays as images, the drawing of lines (to mimic a graphics display). Support routines include
scaling of arrays for display and the transfer and magnification of displays. Level one image output

operations include opening logic units and writing byte arrays.

Er-er ey
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APPENDIX C
3-D PROCESSING FACILITY

The 3D change detection task requires generating, modifying, and comparing 3D models of scenes.

Developing and testing algorithms for these tasks will be greatly aided by an efficient 3D graphics

system. We have therefore purchased and installed an IRIS Silicon Graphics workstation. The system

efficiently transforms 3D objects to screen coordinates with arbitrary rotations, scaling, and other

LI transformations. We have developed and implemented packages to perform real-time rotation and

F.
hidden surface elimination. ]

The IRIS (Integrated Raster Imaging System) is a high-resolution color computing system for 2D and

3D computer graphics. It provides graphics primitives in a combination of custom VLSI circuits,

conventional hardware, firmware, and software.

The IRIS Workstation consists of a 68000 microprocessor, the "Geometry Engine” system, a raster

g subsystem, a high-resolution 1024X780 color monitor, keyboard, and graphics input devices. The

IRIS Workstation runs the UNIX Operating System, and can operate with or without a local disk. The

workstation communicates with a VAX-11/750 computer through an Ethernet interface.

i
The heart of the IRIS is the Geometry Engine, a custom VLSI chip. The Geometry Engine accepts A
points, vectors, polygons, characters, and curves in a user-defined coordinate system, transforming l“
them to screen coordinates with arbitrary rotations, scaling, and other transformations. The $

Geometry Engine system performs 2D and 3D floating point transformations, clipping, and mapping of

graphical data to the screen at a rate in excess of 65,000 coordinates per second. 3

We have developed some software tools to make it easy to work with the IRIS. For example, one

package will project an internally defined 3D object onto the screen through successive, incrementaly

changing viewpoints, so that the object will appear to rotate in real-time. Using a mouse input device,
the user can control the axis around which the object rotates, and the speed of rotation. It is also

possible to have several objects on the screen, with some objects revolving around others. ‘B
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Another useful package we have implemented is a hidden-surface elimination package. When a 3D
object is defined in terms of its faces as a collection of polygons, only faces and portions of faces that
are visible from any given viewpoint are displayed on the screen. The package uses a "binary space
partitioning” (BSP) tree, developed by Henry Fuchs at University of North Carolina, to partition the set
of polygons in the scene. The inorder traversal of this tree at run-time produces a linear ordering of

visibility on the polygons which depends on the viewing position. The hidden surface problem is then

easily solved. A significant advantage of this algorithm is that the BSP tree need only be generated

once for any particular scene. At run-time,only the traversal of the tree need be performed for each
new viewpoint, making the process very fast. Therefore simulating the appearance of the scene as

viewed by a moving observer becomes efficient.







